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EDITORIAL

Introduction to the Special Issue

Abstract
We briefly introduce this special issue and describe the
scheme for the organization of the 20 articles in it.

In Looking back, looking ahead: Strategic initiatives in AI
and NSF’s AI Institutes program, Donlon and Goel (2023)
briefly introduced the U.S. National Science Foundation’s
National AI Research Institutes program to the readers
of this magazine. This program so far has funded 25 AI
Institutes at about $20 M each over an initial five years.
The investment of about $500 M makes it one of the
largest single public investments to date into AI research
and development. Together the 25 AI Institutes capture
the excitement around the potential social and scientific
benefits of AI. Details for each of the AI Institutes can
also be found on the website of the AI Institutes Virtual
Organization: https://aiinstitutes.org/institutes.
This special issue presents brief reports on the first 18 AI

Institutes, 7 launched in late 2020 and 11 in late 2021. At the
time of writing of this overview in September 2023, the first
7 AI Institutes have completed about 3 years of research
and the next 11 Institutes have completed about 2 years of
work. Figure 1 illustrates the two cohorts by the mnemon-
ics for the AI Institutes; the articles too are indexed by the
samemnemonics. Each article describes the goals, themes,
early results, and broader impacts of an AI Institute.
The 20 articles in the special issue are organized into

six groups. The first two articles, including this introduc-

Launched in late 2020: AI2ES, AIFARMS, AIFI, AIFS, iSAT, MMLI, TILOS

Launched in late 2021: AI4OPT, AI-ALOE, AI-CARING, AI-EDGE,
AgAID, AIIRA, Athena, Dynamics AI, EngageAI, ICICLE, IFML

F IGURE 1 The first two cohorts of the AI Institutes.

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the
original work is properly cited.
© 2024 The Authors. AI Magazine published by Wiley Periodicals LLC on behalf of the Association for the Advancement of Artificial Intelligence.

tion, present overviews. In the next article, James Donlon,
the Director of National AI Research Institutes Program at
NSF, discusses the significance of the program in guiding
theUSnational research strategy onAI aswell as the future
of the program.
The remaining articles describe the 18 AI Institutes.

As Figure 2 illustrates, the second group consists of arti-
cles on three Institutes (Athena, ICICLE, and AI-EDGE)
that develop novel cyberinfrastructures for AI, the third
group contains articles describing four Institutes (IFML,
AI4OPT, Dynamics AI, and TILOS) that investigate new
techniques in machine learning and optimization, and the
fourth group includes articles reporting on three Insti-
tutes (iSAT, Engage AI, and AI-ALOE) that explore AI for
human learning and education. The next group contains
articles presenting four AI Institutes (AIFARMS, AIFS,
AIIRA, and AgAID) that investigate AI for food and agri-
culture, and the final group consists of articles describing
four Institutes (AI2ES, IAIFI, MMLI, and AI-CARING)
that explore AI for various aspects of science and society.
In each group, the early articles describe more mature AI
Institutes in the first cohort and the later articles report on
the Institutes in the second cohort (see Figure 1). For exam-
ple, in the Learning and Education group, while the first
article describes the iSAT Institute that was launched in
2020 and belongs to the first cohort, the next two articles
report on EngageAI and AI-ALOE that were launched in
2021 with the second cohort of AI Institutes.
In 2023, NSF launched another 7 AI Institutes briefly

summarized in Donlon and Goel (2023). The 25 AI

4 wileyonlinelibrary.com/journal/aaai AI Magazine. 2024;45:4–5.
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EDITORIAL 5

F IGURE 2 Organization of the articles in this special issue.

Institutes together demonstrate that when its power is har-
nessed carefully, AI can be, should be, and in fact, is a force
for social good.

CONFL ICT OF INTEREST STATEMENT
The authors declare that there is no conflict.

Ashok Goel
Chaohua Ou

Georgia Institute of Technology, Atlanta, Georgia, USA

Correspondence
Ashok Goel, Georgia Institute of Technology, Atlanta,

GA, USA.
Email: ashok.goel@cc.gatech.edu

ORCID
AshokGoel https://orcid.org/0000-0003-4043-0614
ChaohuaOu https://orcid.org/0000-0002-3065-2021

REFERENCE
Donlon J., and A. Goel. 2023. “Looking back, Looking Ahead: Strate-
gic Initiatives inAI andNSF’sAI Institutes Program.”AIMagazine
44(3): 345–48.

AUTH OR BIOGRAPH IES

Ashok Goel is a Professor of Computer Science at
Georgia Tech and the PI and Executive Director of
AI-ALOE.

Dr. Chaohua Ou is Assistant Director of Special
Projects and Educational Initiatives for the Center for
Teaching and Learning and the Managing Director of
AI ALOE.

 23719621, 2024, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/aaai.12144, W

iley O
nline L

ibrary on [20/03/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://orcid.org/0000-0003-4043-0614
https://orcid.org/0000-0002-3065-2021
mailto:ashok.goel@cc.gatech.edu
https://orcid.org/0000-0003-4043-0614
https://orcid.org/0000-0003-4043-0614
https://orcid.org/0000-0002-3065-2021
https://orcid.org/0000-0002-3065-2021


Received: 5 July 2023 Accepted: 6 October 2023

DOI: 10.1002/aaai.12153

SPEC IAL TOP IC ART ICLE

The National Artificial Intelligence Research Institutes
program and its significance to a prosperous future

James J. Donlon
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Abstract
The U.S. National Artificial Intelligence (AI) Research Institutes program is
introduced, and its significance is discussed relative to the guiding national AI
research and development strategy. The future of the program is also discussed,
including, the strategic priorities guiding the potential for new AI Institutes of
the future, initiatives for building a broader ecosystem to connect Institutes into
a strongly interconnected network, and the building of new AI capacity and
fostering partnerships in minority-serving institutions.

INTRODUCTION TO THE AI INSTITUTES
PROGRAM

The National Artificial Intelligence (AI) Research Insti-
tutes is the keystone program implementing the U.S.
federal government research and development (R&D)
strategy to advance a cohesive approach to studying AI-
related opportunities and risks. Launched in 2019, the
program has established 25 AI Institutes, each a found-
ing investment of up to 20 million dollars over 5 years.
Together these Institutes represent the collaborative efforts
of over 100 funded organizations and over 680 profes-
sionals. Each Institute is an interdisciplinary collaboration
that advances AI knowledge and methods, and builds
new platforms for AI research infrastructure and inno-
vation. The Institutes pursue this central goal in a use-
inspired research framework–situating their research in
critical domains whose needs are not addressed suffi-
ciently by applications of existing approaches. The Insti-
tutes pursue new advances in AI motivated by those
challenges, while at the same time, use-inspired research
situates the work in broader, societally relevant research
opportunities.
Considering the high expectations put on AI Institutes

and their unprecedented opportunity to form nexus points

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any medium,
provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made.
© 2024 The Authors. Association for the Advancement of Artificial Intelligence.

for AI leadership and collaboration, the world is closely
following their progress. A recent illustration of the pro-
gram’s potential for inspiring needed strategic dialogue
about AI and our future is a Congressional Showcase
hosted by the co-chairs of the U.S. Senate AI Caucus
on Capitol Hill in September of 2023. At this event, the
leadership from all 25 AI Institutes engaged in discus-
sions and demonstrations that highlight the power of these
larger-scale investments focused on convergence research,
research driven by a specific and compelling problem car-
ried out through deep integration across disciplines. It was
clear from that engagement that the AI Institutes are prov-
ing to be critical to both advancing new state-of-the-art AI
and tackling the biggest challenges we face, including in
climate, agriculture, energy, health, and information secu-
rity, while promoting responsible innovation that protects
people’s safety and rights. Institutes also demonstrated
the effectiveness and reach of their many ambitious pro-
grams to actively build the next generation of AI talent
that the world will need for an increasingly AI-powered
future. The event illustrated the unique strategic role of
federally funded investments in AI R&D and the essential
value these activities can provide in a holistic considera-
tion of the innovation and policy environment needed for
a prosperous future.

6 wileyonlinelibrary.com/journal/aaai AI Magazine. 2024;45:6–14.
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In September 2023, co-chairs of the Senate AI Caucus, Senators Martin Heinrich (D-NM, not pictured), andMike Rounds
(R-SD) (left), hosted all 25 AI Institutes in a Congressional Showcase on Capitol Hill. Here (continuing from left) NSF
Director Sethuraman Panchanathan joins a discussion between Senator Rounds and the AIFS Director Ilias Tagkopoulos,
and Managing Director Steve Brown. (Photo credit: Charlotte Geary/NSF)2

The U.S. National Science Foundation and its partners
are delighted that AI Magazine has dedicated this special
issue to highlighting the activities and outcomes of the first
18 AI Institutes, which were funded in response to focus
areas identified in several issuances of the program solici-
tation, in groups sometimes referred to as “cohorts”. Now
that the cohorts funded under the first two (2020 and 2021)
cohorts arewell established,we expect that the community
will be eager to read about the plans, achievements, and
lessons of these efforts. The Institute articles in this issue
will provide that update to the community in the words
of the Institutes themselves. In addition to these longer-
established Institutes, a new cohort of seven additional
Institutes was announced in Spring of 2023. Those new
awards were introduced to the readers in a column appear-
ing in the Fall 2023 issue (Donlon & Goel, 2023). Later
we will describe the anticipated growth of the program for
even more Institutes to be established in 2024 and 2025.

AI INSTITUTES AND U.S. AI RESEARCH
AND DEVELOPMENT STRATEGY

This issue is an effective backdrop against which to reflect
on the importance of this program to the future of AI
and its impact on society. The U.S. strategy in artificial
intelligence is grounded in the National Artificial Intelli-
gence Research and Development Strategic Plan, which
was first published in 2016 and updated in 2019 and 2023
(https://www.nitrd.gov/national-artificial-intelligence-
research-and-development-strategic-plan-2023-update/).
The most recent plan outlines nine elements of strategic
objectives for advancing AI R&D in the U.S., as well
as guiding principles and implementation actions. The
AI Institutes program contributes to each of these nine
strategies. Indeed, each Institute contributes in some way
to many of the objectives reflected in that document. In
this section is a recap of the nine strategies in that plan,
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along with highlights of how the Institutes individually
and collectively lead in the pursuit of those strategies.

Strategy 1: Make long-term investments in
fundamental and responsible AI research

A central rationale for the AI Institutes program is a recog-
nition of the need for larger scale investments over longer
periods of time than has been typical in either traditional
federally funded research or in corporate R&D projects. At
20 million dollars apiece, each is a large initial investment,
yet Institutes are encouraged to establish themselves as
leaders in their fields and conduct sustainability planning
for viability beyond their establishing 5 years. The pro-
gram also establishes longer-term support to AI research
by soliciting and awarding Institutes in successive rounds
of funding opportunities guided by contemporary priori-
ties in AI. As of this printing, we have published the fourth
solicitation for AI Institutes. By renewing funding oppor-
tunities guided by shared priorities, NSF and partners
commit to a continually evaluated and renewed long-term
mechanism for transformative AI.
Current Institutes exemplify the unique opportunity

this moment presents to AI R&D. The national strategy
points to a number of goals and benefits behind this strat-
egy. Some Institutes take advantage of this timescale to
focus longer term on the understanding of the theoreti-
cal capabilities and limitations of AI. The AI Institute for
Foundations of Machine Learning (IFML, page __) inves-
tigates the foundations of machine learning to impact the
design of practicalAI systems,while the recently fundedAI
Institute for Artificial and Natural Intelligence (ARNI) con-
nects the revolution in our understanding of the brain to
foundational progress in AI.
These longer-term investments also allow for more

fundamental discoveries in other areas of science and
engineering. The Institute for Artificial Intelligence and
Fundamental Interactions (IAIFI, page __) seeks physics
advances in the understanding of fundamental interac-
tions from the smallest to the largest scales, both advancing
and utilizing innovative methods in AI built upon physics
principles. TheMolecule Maker Lab Institute (MMLI, page
__) combines AI and chemists in organic synthesis to cre-
ate frontier AI tools, dynamic open access databases, and
fast and broadly accessible small-molecule manufacturing
and discovery platforms for AI-enabled synthesis plan-
ning, catalyst development, molecule manufacturing, and
molecule discovery.
This first element of the national strategy specifically

calls out the potential for longer research timeframes to
lead to AI systems for simulations across real and virtual
environments. In virtual environments, the AI Institute

for Engaged Learning (Engage AI, page __) is developing
AI for narrative-based learning. Several Institutes investi-
gate the role of AI in digital twins. A prominent example
is the AI Institute for Resilient Agriculture (AIIRA, page
__), constructing new AI-driven, predictive digital twins
for modeling agriculture systems at plant, field, and farm
scale to increase the resiliency of the nation’s agricultural
systems.

Strategy 2: Develop effective methods for
human-AI collaboration

Many AI Institutes focus on effective methods for human-
AI collaboration, focusing on aspects such as the science of
human-AI teaming, cultivating trust in human-AI interac-
tions, and pursuing greater understanding of the dynamics
of such hybrid systems. Many Institutes have human-AI
interaction as a significant feature of research and system
design. An Institute that responded specifically to a call
for proposals in human-AI interaction and collaboration is
the AI Institute for Collaborative Assistance and Responsive
Interaction for Networked Groups (AI CARING, page __).
This Institute combines personalized longitudinal inter-
action, robust multiagent coordination, and principles of
socially conscious and trustworthyAI into a new paradigm
for AI interactions and collaborations in care networks for
aging adults, their caregivers, and healthcare providers,
especially in situations involving mild cognitive impair-
ment. This Institute seeks to transform paradigms of AI
interactions and collaborations through adaptation to both
individual users and groups of users, modeling behavior,
cooperation strategies, communication, and social norms.
Several Institutes with an emphasis on student learning

have significant emphasis in this strategic area aswell. One
is the AI Institute for Adult Learning and Online Education
(AI-ALOE, page __), in which researchers address human-
AI collaboration in AI assistants capable of machine
teaching, self-explanation, and guiding interactions via
an implementation of a joint “theory of mind” between
users and the system. Another, the AI Institute for Inclu-
sive and Intelligent Technologies for Education (INVITE)
investigates intelligent K-12 STEM learning environments
designed to assess and promote noncognitive skills known
to underlie effective learning, including persistence, aca-
demic resilience, and collaboration.

Strategy 3: Understand and address the
ethical, legal, and societal implications of
AI

With significant methodological progress and the rapid
deployment of impressive capabilities, AI has entered the
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AI MAGAZINE 9

popular discussion, with significant emphasis on not only
the significant opportunities this promises, but also with
attention to the risks that can negatively impact indi-
viduals, groups, organizations, communities, society, the
environment, and the planet. The AI Institutes address
this risk directly in their strategies. Each develops and
updates a detailed Ethics Plan to both govern their
organizational operations as well as guide research in
understanding and mitigating social and ethical risks of
AI.
Two Institutes are chartered with a specific focus on

the AI principles, methods, and strategies that lead to
systems that are worthy of trust and foster appropriately
calibrated public trust through effective engagement. The
AI Institute for Research on Trustworthy AI in Weather, Cli-
mate, and Coastal Oceanography (AI2ES, page __) focuses
on the creation of new trustworthy AI methods, novel
approaches to understanding trust between humans and
AI, and theories underlying communication about user
trust and risk perceptions, applying these insights to crit-
ical decision making about environmental science and
extreme weather prediction. Another Institute focused on
trustworthy AI is the recently established Institute for
Trustworthy AI in Law & Society (TRAILS). This Institute
integrates consideration of participation, technology and
governance during the design, development, deployment,
and oversight of AI systems to investigate what trust in AI
looks like, how to create technical AI solutions that build
trust, and which policy models are effective in sustaining
trust.
Several Institutes have as a primary focus the use of

AI to address ethical, legal, and societal issues in crit-
ical application areas. Among them, the Institute for
Agricultural AI for Transforming Workforce and Decision
Support (AgAID, page __) pursues long-term human-AI
collaboration via multistakeholder partnership between
AI designers, agriculture stakeholders, and others to pro-
duce sustained agricultural productivity to meet future
food demands. AgAID’s partnerships seek to transform
the way AI systems are built for complex societal
problems in the real world. Another, the National AI
Institute for Exceptional Education (AI4ExceptionalEd),
conducts sociotechnical system design in the inter-
section of AI and learning science to improve edu-
cational outcomes for children with speech and lan-
guage related challenges. In the AI Institute for Societal
Decision Making (AI-SDM), ethical, legal, and societal
issues are central to the development of human-centric
AI that enables effective, agile, resource-efficient, and
trustworthy decision-making in uncertain and dynamic
situations arising in disaster management and public
health.

Strategy 4: Ensure the safety and security of
AI systems

All Institutesmust be attentive to safety (mitigating against
a system producing new harm) and security (monitoring a
system’s integrity) as appropriate to research. Several Insti-
tutes are chartered with a primary focus on the security
and safety of critical systems. The AI Institute for Future
Edge Networks and Distributed Intelligence (AI-EDGE, page
__) exploits the synergies between networking and AI
to design the next generation of edge networks (6G and
beyond) to be highly efficient, reliable, robust, and secure
by way of a distributed intelligence plane to make net-
works self-healing, adaptive, and self-optimized. Another
Institute, the AI Institute for Edge Computing Leveraging
Next Generation Networks (Athena, page __) focuses on
AI for the functionality, efficiency, and trustworthiness of
next generation networks to meet the demands placed on
them by the extreme heterogeneity and volume of data
generated by the internet-of-things and wireless devices,
as well as the design of next-generation edge datacenters
with high efficiency, availability, and security for cloud-
basedmobile networks. Finally, an Institute from themost
recent cohort, theAI Institute for Agent-based Cyber Threat
Intelligence andOperation (ACTION), takes an agent-based
approach to protecting mission-critical systems against
sophisticated, ever-changing security threats, incorporat-
ing knowledge representation, logic reasoning, and learn-
ing tomodel and reason about complex real-world security
operations.

Strategy 5: Develop shared public datasets
and environments for AI training and
testing

AI Institutes will increasingly become a rich source of
datasets, large-scale and specialized AI computing and
hardware resources; and open-source software libraries
and toolkits. Two Institutes are responding to specificman-
dates in this arena. The AI Institute for Dynamic Systems
(Dynamics AI, page __) develops advanced machine learn-
ing tools for controlling complex physical systems by dis-
covering physically interpretable and physics-constrained
data-driven models through optimal sensor selection and
placement. This Institute develops and releases a wealth
of free and open materials for broad use by students,
researchers, and the public. This public release of soft-
ware and data is part of an explicit commitment from
this Institute to promote open-science and reproducible
research, and to encourage researchers to use benchmark
problems.
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Another Institute promotes the use of broadly available
and scalable general-purpose AI systems and infrastruc-
ture. TheAI Institute for IntelligentCyberinfrastructurewith
Computational Learning in the Environment (ICICLE, page
__) seeks to build an integrated plug-and-play national AI
cyberinfrastructure to make AI both accessible and secure
for everyone and drive the democratization of AI in the
larger society.

Strategy 6: Measure and evaluate AI
systems through standards and
benchmarks

The recently established Institute for Trustworthy AI in
Law & Society (TRAILS) promotes the development of AI
systems that can earn the public’s trust through broader
engagement in the AI ecosystem through participatory
design, methods and metrics for evaluating AI systems,
study of how people make sense of AI systems, and the
role of governance and policy in fostering trust in AI
systems and incentivizing broader participation, account-
ability, and inclusiveness in the design and deployment of
AI. Through their unique partnership with the National
Institute of Standards and Technology (NIST), TRAILS
will contribute to the national discussion of standards and
benchmarks, the needed underpinnings in foundational
research, and the participation of the broader AI research
community in the establishment of such practices.

Strategy 7: Better understand the national
AI R&Dworkforce needs

Every AI Institute has a robust portfolio of education and
workforce development activities for building the next
generation of AI talent. Each Institute leverages the vision-
ary nature of their research to drive new and innovative
education and development at multiple levels including
K-12 education, undergraduates, graduate students, and
postdoctoral researchers. Institutes also contribute to the
development of AI educators and practitioners in the
professional setting. The educational program at the AI
Research Institute for Advances in Optimization (AI4OPT,
page __) has as its goal to “democratize access to AI educa-
tion, AI research, and theAIworkforce, bridging the gap in
opportunities that exist formultiple population segments,”
starting with high school education and continuing with
community colleges and universities. AI4OPT reaches
high school students through popular and engaging sum-
mer camps in computational and data science hosted at
multiple Institute campuses. The Institute’s university-
level training programs focus on a faculty training program

that reaches professors at Historically Black Colleges and
Universities (HBCUs) and other minority-serving insti-
tutions. in at least five states with courses in AI and
course design to support the establishment of new local
AI education programs at their institutions. These selected
programs are representative of the commitment of this and
the other Institutes in building the next generation of AI
talent.
The agricultural sector is an example of a significant

opportunity to address workforce needs including automa-
tion as well as training and retraining. The AI Institute for
Next Generation Food Systems (AIFS, page __) aims tomeet
growing demands in our food supply by increasing effi-
ciencies using AI and bioinformatics spanning the entire
system from growing crops through consumption. They
are well situated to meet the diverse and multidisciplinary
needs of a sustainable food system. In the Artificial Intelli-
gence for Future Agricultural Resilience, Management, and
Sustainability (AIFARMS, page __) Institute, focus areas
include autonomous farming to alleviate the agricultural
labor crisis, labor optimization for managing livestock
with the use of computer vision, and machine learning to
monitor livestock health and behavior and human-animal
interactions, enabling small teams of skilled managers to
achieve better outcomes in animal health andwelfare with
reduced labor requirements.
Another way the national strategy urges attention to

workforce needs is through a focus on regional expertise
and how such understanding intersects with research per-
taining to those regions. The AI Institute for Climate–Land
Interactions, Mitigation, Adaptation, Tradeoffs and Econ-
omy (AI-CLIMATE) has as a key goal the lifting of rural
economies as well as the expansion and diversification of
the AI workforce. These goals are met in partnership with
regional stakeholders and organizations, as the Institute
pursues new AI methods to lower the cost of and improve
accounting for carbon in farms and forests to empower
carbon markets and inform decision-making.

Strategy 8: Expand public-private
partnerships to accelerate advances in AI

This element of strategy calls for strengthening public-
private partnerships to promote a vibrant and collaborative
AI ecosystem. By working together, the federal govern-
ment and the private sector can advance the scientific
frontiers of AI and create global social and economic ben-
efits. AI Institute partnerships foster collaboration and
coordination among diverse stakeholders from govern-
ment agencies, industry, academia, and nongovernmental
organizations. Partnerships between the federal govern-
ment and the private sector can play a vital role in
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AI MAGAZINE 11

advancingAI by aligning their complementary goals, inter-
ests, and capabilities. The federal government provides
strategic guidance, policy support, and long-term fund-
ing for AI research, especially for high-risk, high-reward
projects that may not be pursued by the private sector. The
private sector can offer cutting-edge technology, market
insights, and entrepreneurial impetus for AI innovation,
as well as access to data and computing resources that are
essential for developing and deploying AI systems.
NSF has been joined by industry partners to make possi-

ble several of the Institutes featured in this special issue:
Accenture in support of AI-ALOE; Amazon and Google
in support of AI CARING; and Intel Corporation in sup-
port of AI4OPT and the AI Institute for Learning-Enabled
Optimization at Scale (TILOS, page __). In addition, IBM
Corporation has recently co-funded the newly established
ACTION Institute.
Beyond the program’s funding partners, Institutes them-

selves engage in their own robust portfolio of public-
private partnerships, numbering over 480 alliances and
counting. Such funding partners provide a unique oppor-
tunity for rapid development of mutually beneficial col-
laboration. For example, TILOS engages in close research
collaboration with Intel to develop learning-enabled opti-
mizations that transform chip design. TILOS and Intel
have also collaborated on the integration of workforce
development modules with university courses.
Public-private partnerships extend beyond the commer-

cial sector, for example, to include partnerships bringing
together federally funded research, local school districts,
and nonprofit organizations. The AI Institute for Student-
AI Teaming (iSAT, page __) leads such a multistakeholder
consortium to form trusting and reciprocal partnerships
with students and teachers for transforming classrooms
into more effective, engaging, and equitable learning
environments.

Strategy 9: Establish a principled and
coordinated approach to international
collaboration in AI research

This element of strategy recognizes the imperative for
international partners to collaborate in pursuit of AI
research and innovation, while respecting human rights
and democratic values. This will lead to more innovative,
diverse, and inclusiveAI solutions that address global chal-
lenges and benefit all stakeholders. It will also ensure that
the AI systems we develop and deploy are aligned with the
values and interests of humanity as awhole. To achieve this
goal, the AI Institutes program encourages international
collaboration among AI researchers from different coun-
tries, cultures, and disciplines. International collaboration

can facilitate the exchange of ideas and expertise, as well as
promote the sharing of data, resources, and best practices.
Several Institutes are active in pursuing their research

in an international context. To accelerate this trend, NSF
and USDA-NIFA have funded new international partner-
ships in more than a dozen AI Institutes to explore or
expand international partnerships in Australia, Belgium,
Chile, EU, France, Germany, India, Israel, Italy, Japan,
Netherlands, New Zealand, South Korea, Spain, Switzer-
land, and theUnitedKingdom.Aswill be seen below in the
discussion of the “network of networks”, NSF and the com-
munity are continuing to work toward the growth of even
more international collaboration with Institutes through
the nurturing of nascent partnerships.

THE FUTURE OF THE PROGRAM

NSF and partners continue to leverage the multidisci-
plinary and strategic impact of the AI Institutes concept
as we look ahead to adding more of these cornerstone
national AI R&D investments. The current program
solicitation (https://new.nsf.gov/funding/opportunities/
national-artificial-intelligence-research) continues the
program’s prior structure in which proposals will respond
to scientific and application foci described in funding
tracks or “themes”.
Two of the themes in this round are focused on bring-

ing together AI researchers with those in other scientific
disciplines to advance AI while pursuing AI-driven sci-
entific discovery. A theme on “AI for Astronomical Sci-
ences” brings the AI Institutes approach to analyzing the
immense volume of high-quality astronomical data com-
ing from major astronomical facilities. This holds the
promise to develop and use new AI tools for exciting
new discoveries about our universe. In “AI for Discovery
in Materials Research”, we invite the community to fur-
ther our quest for the advancement of AI knowledge and
methods that help us discover new materials with special
properties thatwill be the building blocks of beneficial new
products and technological capabilities.
The third theme calls the AI community to respond to

some of the field’s most central and important goals of
creating robust AI that can adapt gracefully and quickly
to new domains, is robust to surprise, and resists mali-
cious manipulation. This theme, “Strengthening AI”, has
three component goals: “grounding” of our AI meth-
ods (i.e., understanding the concepts those methods
reason over and operate with); “instructibility” of AI
(i.e., the ability of AI to change its behavior appropri-
ately in response to feedback provided by users); and
“alignment” of these technologies with our goals and
values (i.e., correspondence of an AI’s operations with
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objective truths, societal expectations, and human inten-
tions). These principles are more relevant than ever as
society reckons with the rapid development and deploy-
ment of impressive advances such as those in generative
models. The emergence of powerful commercial AI based
on generative models has challenged the AI research com-
munity into new consideration of what it means to develop
general AI. In addition, the broader discussion about
applications of AI and their potential societal impact will
require consideration of a more comprehensive range of
AI methods and approaches. A beneficial use of AI will
rely on the characteristics described in this new theme.
These issues are highly ambitious, long-term research
objectives that are suitable to be addressed at Institute
scale.

GROWINGA “NETWORKOFNETWORKS”

Just as each AI Institute is itself a hub for academia, indus-
try, and government to accelerate discovery and innovation
in AI, a broader aspiration of the National AI Research
Institutes Program is to connect the program community
into a whole that is greater than the sum of all Institutes.
Toward this end, NSF is building a broader ecosystem
to connect Institutes into a “network of networks”. This
approach includes the continued addition and growth
of AI Institutes, expansion of AI capacity to institutions
not yet significantly engaged in AI, and a community
infrastructure for collaboration and communication.
Key to connecting these parts into the “network of net-

works” vision is a strong community-driven hub activity.
The AI Institutes Virtual Organization (AIVO, https://
aiinstitutes.org/), established in 2022, is an NSF-funded,
community-led activity for coordination, collaboration,
and community building around the AI Institutes pro-
gram. AIVO is a program-wide focal point for enhancing
engagement between the program and the public through
the use of events such as public exposition of Institute
activities, social media presence, and the amplification of
the Institute announcements and achievements.
Notably, AIVO convenes the annual Summit of AI

Institutes Leadership (SAIL) conference. SAIL is a meet-
ing of Institutes leadership that facilitates program-wide
knowledge sharing, exchange of best practices, and com-
munity input to the strategic direction of the program.
In the first two SAIL conferences, Institute personnel
have engaged with one another and with guests in the
broader research community to discuss topics of com-
mon interest in research (e.g., generative models, robotics,
AI ethics, and security), AI impact (scientific discovery,
societal applications, education, and broadening partici-
pation), Institute effectiveness (e.g., team science, project

management, sustainability planning, and partnerships),
and more. Co-located with SAIL-23, AIVO also hosted a
public-facing outreach event to promote AI Institute activ-
ities and connect Institutes to awider range of stakeholders
in both the public and private sectors. This AI Insti-
tutes Exposition & Engagement Showcase (“AI Institutes
Expo”) included exhibitions from all 25 Institutes, pre-
sentations and panel discussions in a plenary “showcase
stage” setting, and ample opportunities for networking and
ad hoc gatherings.
While keystone events like SAIL and the AI Institutes

Expo are high value large gatherings, AIVO connects
leadership and expertise across Institute boundaries in
a sustained and topic-driven way through support to
multi-institute “special interest groups” and funded work-
shops oriented on those shared topics and priorities.
Past workshops have been supported in topics including
Adult Learning and Workforce Training, Data Manage-
ment, Ethics and Trustworthiness, Project Management,
Outreach and Communications, and others.
AIVO also administers several robust programs to fund

the development of new collaborations beyond the AI
Institutes ecosystem. For example, AIVO allocates a por-
tion of its NSF funding to support travel grants to increase
researcher engagement at AI conferences. Another AIVO
program, the International Engagement Support Program,
recognizes the increasingly global relevance of AI and
the impact of combining contributions from researchers
worldwide. AIVO administers this partnership develop-
ment program to facilitate early exchange of ideas and
expertise and to encourage the growth of future interna-
tional partnerships in Institutes.

EXPANDING AI RESEARCH IN
MINORITY-SERVING INSTITUTIONS

Another objective for broadening the AI Institutes
network is the continued growth of a broad and
diverse interdisciplinary research community for the
advancement of AI and AI-powered innovation. The
Expanding AI Innovation through Capacity Building
and Partnerships (ExpandAI) program (https://new.
nsf.gov/funding/opportunities/expanding-ai-innovation-
through-capacity-building) aims to significantly broaden
participation in AI research, education, and workforce
development through capacity development projects and
through partnerships within the National AI Research
Institutes ecosystem. This program is a funding opportu-
nity for qualifying minority-serving institutions (MSIs)
to engage in one of two tracks. In Capacity Building
Pilots, MSIs with little to no existing AI programs pursue
planning and growth of new AI capabilities and early
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The second annual Summit of AI Institutes Leadership (SAIL) was held in October 2023 and included a day of work-
shops, a two-daymain conference for knowledge exchange among Institutes, and a co-located AI Institutes Showcase and
Exhibition for public engagement.

exploration of potential partnerships with AI Institutes.
In ExpandAI Partnerships, participating MSIs engage in
larger scale collaborative projects to build their AI research
and/or education programs and engage in new, mutually
beneficial collaborations with AI Institutes. ExpandAI
awards made by both NSF and the U.S. Department of
Agriculture’s National Institute of Food and Agriculture
(USDA-NIFA) have already begun to expand our national
network of AI capability in new and exciting ways.
NSF and partners are grateful to AI Magazine for this

special issue showcasing the progress and achievements
so far in the 18 Institutes funded under the first two
cohorts. The author would also like to congratulate and
acknowledge all of our AI Institutes. We are excited for the
continuing growth of the AI Institutes and look forward
to a prosperous future of transformational innovation and
leadership from this community.
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Abstract
The National Science Foundation (NSF) Artificial Intelligence (AI) Institute
for Edge Computing Leveraging Next Generation Networks (Athena) seeks to
foment a transformation in modern edge computing by advancing AI founda-
tions, computing paradigms, networked computing systems, and edge services
and applications from a completely new computing perspective. Led by Duke
University, Athena leverages revolutionary developments in computer systems,
machine learning, networked computing systems, cyber-physical systems, and
sensing. Members of Athena form a multidisciplinary team from eight univer-
sities. Athena organizes its research activities under four interrelated thrusts
supporting edge computing: Foundational AI, Computer Systems, Networked
Computing Systems, and Services and Applications, which constitute an ambi-
tious and comprehensive research agenda. The research tasks of Athena will
focus on developing AI-driven next-generation technologies for edge computing
and new algorithmic and practical foundations of AI and evaluating the research
outcomes through a combination of analytical, experimental, and empirical
instruments, especially with target use-inspired research. The researchers of
Athena demonstrate a cohesive effort by synergistically integrating the research
outcomes from the four thrusts into three pillars: Edge Computing AI Systems,
Collaborative Extended Reality (XR), and Situational Awareness and Autonomy.
Athena is committed to a robust and comprehensive suite of educational and
workforce development endeavors alongside its domestic and international col-
laboration andknowledge transfer effortswith external stakeholders that include
both industry and community partnerships.

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial License, which permits use, distribution and reproduction in any
medium, provided the original work is properly cited and is not used for commercial purposes.
© 2024 The Authors. Association for the Advancement of Artificial Intelligence.
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INTRODUCTION

Edge computing has emerged as a formidable paradigm
that brings data processing and analysis closer to where
data originates, enabling real-time insights, reduced
latency, and improved privacy. However, the success of
contemporary artificial intelligence (AI) technologies,
such as deep neural networks (DNNs), is largely depen-
dent on the upscaling of themodel size and the availability
of data. This trend is at odds with the highly restricted
computational resources of edge devices, which are
usually constrained by size, cost, and energy consumption
limitations. In addition, the management complexity
of all resources of the edge computing system, such as
computation, communication, and data sensing, keeps
increasing. These trends necessitate the need for wide
deployment of new AI solutions to infuse more efficient
and powerful intelligence into edge devices and to facil-
itate closer connections and better coordination between
the edge devices. In essence, this concept can be referred
to as “Big AI for Small Devices.”
Athena (Athena, 2021) aims at making scientific contri-

butions in both edge computing and AI with an emphasis
on computer systems research. These include (i) novel
practical and algorithmic foundations of AI to ensure
the new functionalities, efficiency, scalability, security, pri-
vacy, and fairness of the AI solutions adopted in future
edge computing systems; (ii) new edge computing sys-
tems for efficient and reliable execution of AI-operations;
(iii) edge networked computing system designs and opera-
tions across the stack by leveraging a data-driven, AI-based
approach; and (iv) novel use-inspired services and applica-
tions, focused on diverse cyber-physical systems that lever-
age the innovations of the other thrusts. The researchers of
Athena work closely with external collaborators to trans-
late research outcomes to industrial practice and policy
making. The educational and outreach activities of Athena
empower students and postdocs to develop their interests,
build skills, and acquire knowledge about AI and com-
puter and network systems through research experiences,
industry internships, and community engagements. The
Inclusive AI Initiative—one of Athena’s innovations in
education and workforce development—strengthens the
ethical AI competencies of all Athena members to bet-
ter promote and be aware of equity and fairness in their
research and the communities impacted by the institute’s
research.

ORGANIZATION ANDMANAGEMENT

Athena is a multi-university and transdisciplinary AI
Institute including eight academic institutions (Duke

University, Arizona State University, Massachusetts
Institute of Technology, North Carolina Agricultural
and Technical State University, Princeton Univer-
sity, University of Michigan-Ann Arbor, University of
Wisconsin-Madison, and Yale University) and five indus-
try collaborators (AT&T, Microsoft, Motorola Solutions,
EdgeMicro, and 5NINES), as shown in Figure 1. The
Athena team includes 28 senior reserchers with diverse
backgrounds from eight participating universities, three
international collaborators respectively from Switzerland,
Germany, and Israel, and 1 programmanager. Athena also
sponsors more than 60 students and PostDocs to perform
research with our faulty members. All the researchers
are associated with one or more research pillars (more
details can be found in the section Technical Thrusts
and Pillars). An external advisory board (EAB) has been
created to provide advice and suggestions on the operation
of Athena, including six members from both industry and
academia. Athena is also working with several community
and educational partners on its broader impact activities,
including Cary Township, NC School of Science and
Math (NCSSM), STEM Early College@NC A&T, STEM
from Dance, etc. In the recently announced NSF Expand
AI awards, the Athena team is working with UT San
Antonio to promote research and education for under-
represented groups. Athena also works closely with the
Duke-led NSF Industry-University Cooperative Research
Center (IUCRC) for Alternative Sustainable Intelligent
Computing (ASIC, 2018) to create a consortium to foster
research collaborations with industrial and government
partners.
Every year Athena hosts an annual review meeting and

Tech Showcase, which is open to all Athena members,
students, and invited government and industry stakehold-
ers. The meeting is composed of keynote talks, technical
sessions, panels, and poster and demo sessions. All the
research, educational, and other projects are also reviewed
in themeeting and the feedback from internal and external
reviewers is provided to the researchers and PIs.

TECHNICAL THRUSTS AND PILLARS

The Athena’s research builds upon four interrelated
thrusts: Foundational AI, Computer Systems, Networked
Computing Systems, and Services and Applications, which
cover multiple layers of modern edge computing systems
and cross both foundational and use-inspired research.
On top of the advances and breakthrough of AI tech-
nologies, the research outcomes are integrated into and
demonstrated by three primary research pillars, namely,
edge computing AI systems, collaborative extended reality
(XR), and situational awareness and autonomy.
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F IGURE 1 Athena team members.

AI foundation

We envision that functionality, efficiency, heterogeneity,
and trustworthiness are four major challenges in the AI
research ofAthena to deliver the promised next-generation
edge computing systems. The unique operational require-
ments of AI-powered networks and computing systems
demand for new functions of AI, such as the abilities to
handle the unseen circumstances and to debug root reason
of concerned system behaviors. Efficiency and scalability
of AI models is also crucial in the target large-scale and
heterogeneous edge computing system. The heterogeneity
of the edge devices and the data to be processed enables
great opportunities to advance the computing paradigm of
AI, while also imposing many challenges on maintaining
reliability and robustness of the computation. The dis-
tributed and heterogeneous architecture introduces many
security, privacy, and fairness concerns of the adopted AI
models.
The members of Athena’s AI thrust are developing

novel causality analysis methods to grant the AI models
an ability to handle the unforeseen circumstances based
on out-of-distribution (OOD) data analysis (Linderman
et al., 2023). The team is also investigating the techniques
to enable efficient deployment and execution of the AI
models and automate the model design by considering the
system heterogeneity (Lin et al., 2022). The new federated
learning (FL) framework and computing hierarchy are
being developed to combat the system heterogeneity and
preserve the data integrity. Finally, the team members

are also developing defenses against security and pri-
vacy attacks with provable guarantees and exploring the
societal fairness implications of the AI models and the
corresponding algorithmic bias mitigation methods. All
these techniques are being seamlessly integrated into
the three research pillars together with the techniques
developed by other thrusts.

Edge computing AI systems

Due to the limited scale hindering economies of scale ben-
efits, naively architected edge data centers face issues of
not only high operating costs but also constrained per-
formance and flexibility in edge computing applications
such as AI/ML workloads. Hence, the team of the Edge
Computing AI Systems pillar of Athena proposes to lever-
age resource disaggregation in edge data centers where
compute and memory/storage resources are physically
separated into network-attached resource blades, partic-
ularly through network-centric operating systems (OSes).
Based on our team members’ expertise in the OS’s mem-
ory management subsystem, the team focuses on key OS
components and services for disaggregated edge data cen-
ters. Specifically, we looked at (a) efficient synchronization
(Yu et al., 2023), and (b) near-memory accelerators (Tang
et al., 2023). In addition, the ongoing research aims to
achieve (c) performance isolation and fairness among edge
applications, such as real-time AI inference and database
workloads.
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Our research activities include two major directions:
(i) Systems for AI. We are using programmable network
hardware to design and implement in-network memory
and process management. Our goal is to boost resource
elasticity and hardware flexibility, ultimately improving
the efficiency of serving AI workloads. (ii) AI for systems.
We are exploring system optimizations using ML algo-
rithms, utilizing an overarching view of all inter-resource
communications to establish AI-optimized system man-
agement. Our efforts toward the key directions have been
demonstrated across research focuses such as (a) Efficient
and Scalable Synchronization Primitive, (b) Distributed
Near-memory Accelerator, and (c) Performance Isolation
and Fairness. The team is putting efforts to expedite
AI/ML and traditional tasks in disaggregated edge data
centers through a network-centric OS design and extend
the scope to other OS components and devices. A key
goal is to simplify data synchronization across diverse
computing resources like CPUs, GPUs, and accelerators.
Our ambition is to enable universal data sharing using
a unified virtual address across accelerators, enhancing
development convenience and data center modularity.

Collaborative Extended Reality (XR)

XR is an application domain of Athena where the goal
is to create an end-to-end system where multiple aug-
mented reality users enter an environment and share data
with each other to collaboratively solve specific problems.
This includes sharing 2D/3D point-cloud style data to cre-
ate 3D maps. It can also focus on allowing cloud/edge
supported object detection and tracking in various chal-
lenging environments. Collaborating with the Situational
Awareness and Autonomy Pillar (see section Situational
Awareness and Autonomy) to provide an end-to-end sens-
ing service, which involves gathering data from wide-area
sensors, collecting themat edge sites, suitably compressing
them, and then leveraging necessary decoding capabilities
in the cloud. Figure 2 shows a demo that uses a VR headset
to simulate brain surgery, which showcased in the NSF AI
Hill day on September 19, 2023.
The pillar focuses on challenging systems problems

to deliver a seamless end-user experience to users of
XR systems. The activities of the project have different
systems components that primarily run on end devices,
and on edge systems and edge servers, with coordination
and support of a data center’s computational power. The
activities are split into the following categories: (i) Scalable
object detection and learning, (ii) Continuous localization
and mapping, (iii) Energy efficiency, (iv) FL, (v) Scalable
data compression, (vi) Edge dimensioning, and (vii)
Multi-modal interfaces. The ultimate goal of these projects

F IGURE 2 National Science Foundation (NSF) Director
Sethuraman Panchanathan tried a demo of using a VR headset to
simulate brain surgery, which was developed by Athena PI Maria
Gorlatova in NSF Artificial Intelligence (AI) Hill Day.

is to create an end-to-end system demonstrating show-
casing different aspects of the collaboration in XR. It will
showcase an indoor environment where a group of users
can collaboratively create 3-dimensional maps and floor
plans using data gathered by their headsets, be able to
efficiently detect different object types in the environment,
leave markers for each, and collaboratively solve various
tasks assigned. An example use of this capability is for
public safety agency personnel, for example, firefighters,
attempting to navigate an unknown building to conduct
search and rescue operations.

Situational awareness and autonomy

Over the past decade, the scientific foundations of model-
based design have established rigorous design and analysis
approaches for safety-critical systems. However, in the
context of data-driven, AI-enabled systems, such methods
still have limited use in the real-world scenarios. Conse-
quently, our goal is to provide assured, robust, and resilient
services for autonomous systems at the edge. To achieve
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this, we focus on two critical, interdependent components:
edge-based trusted autonomy and situational-awareness,
that provide strong safety and performance (i.e., func-
tionality) guarantees both at design- and run-time, as
the system, its functional requirements and environment
evolve. In particular, we focus on two applications that will
be used to illustrate the promise and effectiveness of the
next generation of edge-based autonomy: (1) multi-drone
search and target tracking in contested and uncertain
environments, and (2) collaborative sensing in Connected
and Automated/Autonomous Vehicles (CAVs).
Our approaches to achieve the above goals include

the following. We have been developing trustworthy and
adversarially robust models for the fusion of asynchronous
heterogeneous sensing used for perception and situational
awareness in autonomous systems (e.g., cameras, LiDAR,
radar). To deal with contested environments, realistic
threat models and security analyses for such scenarios
have been introduced (e.g., Hallyburton et al., 2022)
demonstrating the vulnerability of existing perception
models). Further, to exploit on-demand computation avail-
ability, we have been developing autonomous services
capable of employing a combination of centralized (e.g.,
on an edge-server) and decentralized data aggregation,
as well as the development of secured FL models (e.g.,
Sun et al., 2022). Similarly, we have focused on the design
of adversarially robust decision-making policies. For
example, we have recently extended the standard adver-
sarial training approach for robust reinforcement learning
agents, based on two-player max-min games; specifically,
two-player games were extended by introducing an adver-
sarial herd (i.e., a group of adversaries), in order to reduce
the difficulty of the inner optimization problem, and the
potential over-pessimism due to selection of an adversary
set that may include unlikely scenarios (Dong et al., 2023).

EDUCATION ANDWORKFORCE
DEVELOPMENT

In an era driven by technological advancements, Athena
is dedicated to cultivating a diverse workforce for the
future. Athena actively tailors educational innovations
to cater to students from kindergarten to postdoctoral
researchers, emphasizing the broadening participation of
underrepresented groups in science and engineering.
Our Embedded STEM Labs is a novel mechanism for

supporting community-based k-12 education outreach.
Through collaborative partnerships with nonprofit orga-
nizations, Athena develops programs that enhance the
STEM educational capacity of nonprofit staff, creates
culturally relevant and design-based STEM curricula, and
provides university faculty and students with community

engagement opportunities. By summer of 2023, we will
have reached over 450 students with 96% of our k-12 par-
ticipants from minoritized groups, ensuring our institute
contributes to broadening participation in AI. Recognizing
the significance of undergraduate involvement, Athena
offers academic year and summer research opportunities.
Moreover, Athena organizes an annual graduate bootcamp
with virtual and online components to equip students
with essential skills for the application process, statement
writing, and selecting the right educational path. This
holistic approach ensures that students are empowered to
pursue graduate studies.
Athena’s team has also made remarkable strides in

the realm of AI ethics education. By developing multiple
modules that can be utilized broadly, they have bolstered
the understanding of ethical considerations in the field.
Furthermore, a newly approved undergraduate course
titled “Let’s Talk About Digital You” will enable a broader
reach and serve as a blueprint for ethical technology
education for higher educational institutions.
To foster advancements in autonomous vehicles

(AV), teams have created AVstack—a groundbreak-
ing, open-source software platform. AVstack facilitates
the development, evaluation, and analysis of AI-based
modules for AV autonomy and situational awareness.
The teams’ ongoing efforts focus on producing course
materials and laboratory modules that utilize AVStack
and open-source datasets/simulators to educate students
on AI-based AV design. In the graduate studies realm,
faculty have actively engaged master’s and PhD students
in Athena-related research.
Athena exemplifies a visionary approach to shaping the

next generation of ethical AI talent. Through our com-
prehensive educational programs, research opportunities,
and impactful partnerships, Athena is at the forefront of
shaping a future where AI is leveraged responsibly and for
the benefit of all.

COMMUNITY BUILDING AND BROADER
IMPACT

Athena is collaborating with three foreign universities:
École polytechnique fédérale de Lausanne (EPFL), Tech-
nische Universität München (TUM), and Ben-Gurion
University of the Negev (BGU). The PI/co-PIs from both
Athena and the international institutions have collabo-
rated on various activities including joint research projects,
for example, FL framework for biomedical applications
(EPFL + Duke), machine learning accelerator design
based on emerging nanoscale devices (TUM + Duke), and
new machine learning methods for integrating situational
awareness radar and communications for autonomous
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vehicles (BGU + Duke). Besides collaborative research,
Athena continues to work with international collaborative
institutions on curriculum developments, graduate stu-
dent and young faculty training and mentoring, personnel
exchange and visit, workshops, and summer camps.
Athena is also participating in the Next Generation
Internet (NGI) Enrichers Program, an initiative funded
by the European Union, where Athena will be hosting
the selected “Fellow” for a 3–6-month fellowship at Duke
University.
The Athena Monthly Seminar Series has successfully

entered its third year. Speakers range from internationally
acclaimed scientists to Athena graduate students. Of the
audiencemembers, typically, 5% are government represen-
tatives, 10% are industry members, and 85% are students or
faculty from both domestic and international universities.
These seminars are open to the public and are advertised
widely on our social media pages.
Athena is also committed to technology transfer and has

been actively working with industrial partners to apply
the research outcomes to practical problems. So far, the
team members of Athena have filled 5 patent disclosures
in the applications of system safety, biometric data analy-
sis, autonomous driving, and healthcare. A company of the
team members has recently been acquired by NVIDIA.

CONCLUSION

Sponsored by the National Science Foundation and
Department of Homeland Security, Athena will deliver
the key technologies for next-generation edge computing
systems powered by AI with unprecedented efficiency,
reliability, and performance. Athena is now serving as
the nexus point of community, facilitating the ecosystem
of the emerging technologies, and cultivating diverse
next-generation technical leaders having the values of
ethics and fairness. The success of Athena will disrupt
the future edge computing industry, create new business
model and entrepreneurial opportunities, and transform
the competition model of future edge computing industry
and research.
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Abstract
Artificial intelligence (AI) has the potential for vast societal and economic gain;
yet applications are developed in a largely ad hoc manner, lacking coherent,
standardized,modular, and reusable infrastructures. TheNSF-funded Intelligent
CyberInfrastructure with Computational Learning in the Environment AI Insti-
tute (“ICICLE”) aims to fundamentally advance edge-to-center, AI-as-a-Service,
achieved through intelligent cyberinfrastructure (CI) that spans the edge-cloud-
HPC computing continuum, plug-and-play next-generation AI and intelligent CI
services, and a commitment to design for broad accessibility andwidespread ben-
efit. This design is foundational to the institute’s commitment to democratizing
AI. The institute’s CI activities are informed by three high-impact domains: ani-
mal ecology, digital agriculture, and smart foodsheds. The institute’s workforce
development and broadening participation in computing efforts reinforce the
institute’s commitment todemocratizingAI. ICICLE seeks to serve as the national
nexus for AI and intelligent CI, and welcomes engagement across its wide set
of programs.

INTRODUCING THE ICICLE AI
INSTITUTE

Institute rationale: Artificial intelligence (AI) is trans-
forming every sector of society, from transportation and
autonomous vehicles to biodiversity andwildlife conserva-
tion to food production and smart foodsheds. It will be the
driving force for the next information revolution.However,
there is amassive gap between available AI techniques and
end-user availability to various application domains. The
ad hoc development of many AI applications lack coher-
ent, standardized, modular, and reusable infrastructures.

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the
original work is properly cited.
© 2024 The Authors. AI Magazine published by John Wiley & Sons Ltd on behalf of Association for the Advancement of Artificial Intelligence.

Successful AI solutions for one use case rarely directly gen-
eralize to other use cases, or even the same use case with a
slightly different context.
Infrastructure implementation necessitates proper AI

abstractions. Concomitant with generalizability chal-
lenges, as the cyberinfrastructure (CI) grows increasingly
complex, end users face bewildering choices when purpos-
ing AI toward insightful analytics, modeling complex sys-
tems, or developing automation. In environment-focused
settings, scientists studying natural/managed ecosystems
and resource flows necessarily deal with complex dynam-
ics represented by a wide array of public and private data

22 wileyonlinelibrary.com/journal/aaai AI Magazine. 2024;45:22–28.
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F IGURE 1 Overview and scope of the ICICLE project.

sources. Efficiently using AI infrastructures requires nav-
igating model choice, cloud-or-local compute decisions,
privacy and data protection, and heterogeneous architec-
tures.
Addressing the challenge: The ICICLE (Intelligent

CyberInfrastructure with Computational Learning in the
Environment) AI Institute (ICICLE 2023) addresses these
challenges by building the first and foremost edge-to-
center AI-as-a-service enterprise, advancing foundational
AI research and next-gen CI for AI (CI4AI), while using AI
techniques in building this CI (AI4CI). This CI supports AI
democratization, extending the accessibility and benefit of
AI to a wider population (Figure 1) and across the comput-
ing continuum—from traditional large-scale HPC systems
and data centers to newer activity in edge- and near-edge
devices as well as cloud resources.
Development and deployment of this next-gen CI

is driven by use-inspired research in three high-impact
domains: animal ecology, digital agriculture, and smart
foodsheds. ICICLE’s design extracts both common and dif-
ferentiated workflows across use cases, inspiring new CI
for AI and enabling new discoveries in these domains.
End users and AI application developers must be able to
keep data access appropriately authenticated or private,
and choose where computation occurs (e.g., data centers,
the cloud, or edge devices). Thus, the “E” in ICICLE—
environment—reflects two interacting themes within the
institute: end use cases from real-world environments uti-
lizing AI and in expanding computational environments.

The team: Realizing ICICLE’s vision requires a
highly cohesive and interdisciplinary team of scientists,
engineers, and practitioners from thirteen universities
and research institutes. Team expertise spans CI (high-
performance computing, networking), AI (statistical
machine learning, computer vision, knowledge graphs,
and conversational AI), data privacy and trust, visualiza-
tion, and use-inspired science in animal ecology, digital
agriculture, and smart foodsheds. Additionally, ICICLE
team members have expertise in the areas of broadening
participation, workforce development (WFD), knowledge
transfer, and collaboration. Under the umbrella of the
ICICLE Institute, these diverse, individually talented,
and individually focused researchers have formed a
cohesive team capable of taking up the grand challenge of
solving our proposed plug-and-play AI vision by tackling
cross-cutting problems in CI, AI, and use-inspired science.
Building connections: The diverse expertise in ICI-

CLE is being harnessed to grow the next generation
of scientists, scholars, and workers—from kindergarten
through professionals—using an inclusive plan that is
synergistic with NSF’s overall WFD portfolio. ICICLE’s
broadening participation in computing (BPC) plan lever-
ages both the foundations of the NSF CISE BPC program
and our own institutional resources to impactWFD, partic-
ularly reaching out to women, historically disadvantaged
persons, and persons with disabilities.
As a national scale AI Institute, ICICLE also leverages

NSF-funded infrastructure including Tapis from the Texas
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Advanced Computing Center, Jetstream from Indiana Uni-
versity, and Voyager from the San Diego Supercomputer
Center, thus bringing together multiple organizations to
synergistically work together as a nexus for this collabora-
tive effort.

VISION AND RESEARCH DIRECTIONS

ICICLE addresses a crucial reality: today, applyingAI tech-
niques to any specific use case is a nontrivial task for
AI experts, let alone for users whose expertise lies in the
domains outside AI. The vision of the ICICLE Institute is
to empower users to seamlessly plug-and-play AI models
in any given local computing environment across multiple
use cases.
ICICLE aims to provide conversational and

visualization-powered user interfaces where users
are able to ask questions about the essential underlying
context, available computational resources, and other
information in a natural language much like speaking
to agents such as Siri and Alexa. Next, ICICLE includes
a novel realization of an AI model commons, that is, an
ecosystem for producing, profiling, sharing, and distribut-
ing AI models. The commons will use existing models,
exploit available unified semantic data representation
provided by expansive knowledge graphs to create new
models, and direct users to models most relevant to their
needs. Finally, ICICLE is environment-aware: it manages
AI holistically across the computing continuum from the
edge and on-premise devices used for data collection to
model training, curation, and storage at large HPC/cloud
centers. Recognizing AI’s inherent contextual sensitivity,
adaptivity in ICICLE is an essential property for AI
deployment with innovations for automated or human-
in-the-loop adaptation to different application contexts
(including tasks, environments, and user preferences) at
the edge.
Research directions: All these foundational systems

AI innovations will be powered by an intelligent CI
that will provide high-performance model training, data
management, edge intelligence, and wireless control and
coordination for the computing continuum, which is in
turn continuously improved by advanced AI techniques.
Throughout, ICICLE includes cross-cutting design con-
siderations to manage data privacy, accountability, and
integrity, as well as visual analytics for explainability.
The institute itself provides an opportunity to study AI

ethics because of its unique multimodal orientation on
CI for AI, AI for CI, and on the democratization of AI.
Through dialog, thought experiments, and amapping exer-
cise we asked “Where could issues of AI ethics arise in AI
infused CI infrastructure for AI?” Through this exercise,

we categorized concerns as falling into six areas: democra-
tization, fairness, accountability, trustworthiness, privacy,
and the unknowns that arise from the use of the CI,
(manuscript under review). In a step then towards opera-
tionalizing the project’s statement of ethics, we developed
a AI ethics framework. The framework, a living document,
proposes a collection of guiding principles that are tailored
to render ICICLE as a responsibly designed and managed
CI. The guiding principles are a work in progress; they,
however, must be complemented by outreach and WFD
effort focused on the unique challenges of AI ethics in
research infrastructure.
To empower plug-and-play AI, ICICLE must provide

abstraction layers to shield users and AI and CI devel-
opers from the pervasive heterogeneities in the full AI
development and application life-cycle. Such successful
abstractions require the following advances in founda-
tional systems AI: knowledge graphs as the knowledge
backbone to provide a semantically rich abstraction for
addressing data heterogeneity; a model commons to pro-
vide the abstraction for addressing model heterogeneity
and improve discoverability, matchability, and interop-
erability of AI models; adaptive AI to enable in situ
adaptation of AI models at the edge; federated learning
to support edge-to-center across the computing contin-
uum, decentralized, and privacy-preserving learning; and
conversational AI to provide unified and user-friendly
interfaces for human–machine interaction and improve
the accessibility and usability of the entire ICICLE sys-
tem. All these systems’ AI research areas embrace and aim
to address the full complexity and heterogeneity in the
environment-bound, edge-to-center, and user-supporting
scenarios targeted by ICICLE.
The ICICLE Institute brings under one roof a broad

range of experts, institutions, and partners to develop
next-generation AI and CI allowing for democratized
and plug-and-play AI modeling across the comput-
ing continuum to rapidly impact salient use-inspired
projects while training the next generation of AI-aware tal-
ent. Following the mantra “today’s AI is tomorrow’s CI,”
the ICICLE Institute is integrating tenets of foundational
AI into CI in a virtuous cycle, whereby AI innovations
in areas such as conversational AI and federated learn-
ing become integrated into the CI, while foundational CI
research supports AI innovation by improving the ability
to rapidly train, deploy, and secure models and data.

HIGHLIGHTED ACCOMPLISHMENTS

Even early in the life of the ICICLE Institute, we are start-
ing to see synergistic accomplishments that advance our
ambitious goals of combining foundational AI research
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F IGURE 2 AI inspired agriculture.

with CI ecosystem advancements. ICICLE must be a sus-
tainable, transformational nexus of collaborations among
the AI, CI, and domain sciences while at the same time
BPC and developing anAI-savvy and ethically awarework-
force.
Institute research outputs, outcomes, and impacts take

place across several dimensions but are oriented towards
contributions to application domains (animal ecology,
digital agriculture, smart foodsheds).
Animal ecology: Two guiding applications for this area

are smart camera traps that can intelligently monitor ani-
mal behavior from a fixed (typically remote) location, and
drone-based observations that can monitor behavior more
dynamically. Early results include the release of bench-
mark datasets and models, as well as the release of a
reference simulation application (camera traps). Research
foci include knowledge graphs, resource profiling, model
training, and model commons.
Early outreach and interactions include the Ohio

Department of Natural Resources, and Division of
Wildlife. Collaboration with the NSF-funded HDR DIRSE
Imageomics Institute has resulted in contributions to the
Experiential Field Course in Kenya, focusing on animal
behavior inference from drone videos.
Digital agriculture: This application area enables

democratized access of AI technologies to digital agri-
culture services. Its guiding applications are aerial crop
scouting, crop health modeling, and autonomous in-
field machinery; this requires HPC model training and
inference, edge wireless, model commons (Figure 2).
Early results include released data sets and AI mod-
els on soybean crop health (Ockerman et al. 2023). The
digital agriculture group has initiated collaborative out-
reach to the Ohio Soybean Council, AgAID, AIFARMS,
Tata Consulting Services and other industry partners.
We have also establised the US-Indo research collabora-
tion with Technology Innovation Hub on IoT (with IIT-
Bombay).
Smart foodsheds: This application area envisions

democratizing AI for food systems workers of the future

through access to computational workflows and tools. It
strives to achieve this goal by means of a standardized
ICICLE Integrated Knowledge and Learning Environment
(IKLE) that serves as an entry point for food systems
planners to explore their own ontologically encoded data
sets and eventually mixed with public data (Tu, Wang,
et al. 2023b). The group’s early research results include the
Persons-Projects-Organizations-Datasets (“PPOD”) ontol-
ogy, now publicly available on GitHub. It is developing a
conversation agent and federated data capabilities. They
have worked with the visual analytics research thrust on a
prototype visualization platform for exploringKG and food
flow data.
AI foundations: Within this thrust, the team is

developing plug-and-play technology to allow construc-
tion of systems utilizing key AI infrastructure compo-
nents, includingmodels frommodel commons, knowledge
graphs, federated learning and adaptive AI techniques.
One example is a new holistic transfer learning method-
ology (Tu, Chen, et al. 2023a) that allows adaptation of
pretrained models to new distributions without disrupt-
ing the original performance; when used in the smart
camera traps setting, this empowers ecologists to adapt
species classification models to work in new locations
with few data. Similarly, information access in food system
knowledge graphs will soon be driven by new adap-
tive conversational AI technology that provides effective
few-shot in-context learning for knowledge-base question
answering with large language models (Gu, Deng, and Su
2022).
CI4AI: Within the CI4AI thrust, early results include

new top-k gradient sparsification methods and all-to-all
sparse communication algorithms for high-performance
model training that is 20% faster than SOTA method on
BERT training with convergence (Hussain et al. 2022). The
novel solution includes a new distributed scheduling algo-
rithm for ensuring AI-adaptive, probabilistic per-packet
real-time guarantees has the potential for improving net-
work capacity by a factor of 5–20x. Finally, an intelli-
gent resource provisioner with reinforcement learning has
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reduced average wait time by 54.2% on three production
GPU clusters (Ding et al. 2023).
AI4CI: Within the AI4CI thrust, early results include

a hybrid analytical/ML model for searching functionally
equivalent CUDA code (Xu et al. 2022), a family of CNN
architectures for the detection of soybean defoliation (Ock-
erman et al. 2023), and improved predictive capability
of the ML-based resource prediction models (Vallabha-
josyula and Ramnath 2023). Within visual analytics, early
results include reusable software components for explor-
ing knowledge graph data that allow bi-directional interac-
tion between multiple-coordinated views to gain a deeper
understanding of the graph data. These components have
been used to create an interactive knowledge and learning
environment for smart foodsheds (as mentioned above),
and also for visualizing loss landscapes of multiple train-
ing clients in a federated learning system (Tu, Wang, et al.
2023b).
PADI: Within the “privacy, accountability and data

integrity” thrust (PADI), early results include novel
privacy-preserving techniques applied to sequential data
sharing (Jiang, Yilmaz, and Ayday 2023), the sharing of
summary statistics from sensitive databases, and collabo-
rative quality control for research databases (Dervishi et al.
2023). In ongoing research, we are leveraging model cards
and model ontologies for accountability AI models and
their use.

CI/SOFTWARE DEVELOPMENT AND
RELEASE

The ICICLE team is also focused on translating research
to publicly available CI/software components. It has
embarked on a robust CI/software development, testing,
and release plan thanks to strong cooperation between the
software thrust members and the developers of various
CI/software components. Many of these components are
being integrated with the TAPIS framework (TAPIS 2023)
to provide solutions in the computing continuum envi-
ronment. Multiple rounds of releases with more than 20
components have been released so far (ICICLE-Software
2023). The team plans to continue periodic releases in
realizing the edge-to-center AI-as-a-service enterprise.

OVERVIEWOF THE BROADER IMPACT
ACTIVITIES

The ICICLE Institute is committed to an inclusive environ-
ment for all. Its code of conduct guides all members of the
ICICLE community regardless of position or seniority and
includes a mechanism for reporting and addressing issues

that might arise. The institute further hosted a 3-h facili-
tatedworkshop on inclusion at its 2022All HandsMeeting.
Attendees were asked to make a personal pledge to take
action to ensure inclusive academic spaces with follow-up
surveys to evaluate effectiveness.
The strategy adopted for realizing the broader impacts

goals of the institute is anchored in the Collective Impacts
model where a single backbone group works collectively
acrossWFD, BPC, and knowledge transfer on shared goals
and shared measures.
The institute’s overriding goal for WFD is an ethically

aware AI workforce. We begun by defining an ICICLE
Ethical AI Framework, before applying the framework
to professional development of ICICLE team members
themselves, to professional training opportunities, and
to research experiences for undergrads, and K-12 stu-
dent immersive experiences. The BPC goals are twofold:
(i) making BPC part of the fabric of the institute, and
(ii) building awareness and fostering actions leading to
broadened participation.
Broader impacts are realized by ICICLE through deep

interaction with stakeholder communities. The institute
has diverse engagement vehicles including a student
affiliates program, an academic affiliates program, an
industry partners consortium for industry partners, and
a stakeholder roundtable. The institute is flexible to new
engagements and research interactions that we envision
as it accelerates in its software availability and CI plat-
form offerings.
Broader impacts programmatic activities are having

early success in extending the impact of the institute.
In particular, the ICICLE NexGens, an affiliate group
composed of ICICLE students, is increasing student
voices on institute decisions and increasing a students
sense of belonging. The ICICLE Educational Fellows
program (Indiana University 2023), which awarded its
first cohort of five fellows in 2023, brings to the project
an external perspective on stakeholder engagement and
democratizing AI.

NEXUS OF COLLABORATION ACTIVITIES

The institute is actively becoming the nexus of multidis-
ciplinary and multi-organizational collaborative activities
for creating intelligent CI to democratize AI. Representa-
tive activities include (i) leading the CI resource concierge
service for all AI institutes; (ii) leading a Special Interest
Group (SIG) on AI Ethics across all AI institutes; (iii)
collaboration between ICICLE and AI4Opt AI institute,
optimizing food logistics for the USDA-LFPA program;
(iv) Joint ICICLE-TIH-Bombay (India) Digital Agricul-
ture activities; (v) diverse set of users using the released
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CI/Software components; (vi) joint cross-cutting research
and publications across groups/thrusts/organizations;
and (vii) new research grants/proposals leveraging
ICICLE activities.

FUTURE ACTIVITIES

Over the course of its first 5 years, ICICLE will estab-
lish itself as a leading institute for CI in the field of
AI. Its impact will resonate within the domains of high-
performance computing, AI and machine learning (ML),
as well as in the application-inspired disciplines of animal
ecology, digital agriculture, and smart foodsheds. There
will be a notable influence on the foundational systems
of AI and the interdisciplinary approaches that inherently
incorporate AI for enhanced performance and robustness.
Given ICICLE’s emphasis on carefully selected projects,
rubrics and assessment metrics are employed at the con-
clusion of every virtuous cycle to measure the scholarly
impact on both foundational and translational domains.
In addition, ICICLE is focused on training and engaging
an AI informed and ethically aware workforce by means
of efforts that are broadly inclusive. The broader impacts
efforts complement technical developments to ensure that
both research products and people associated with the
institute enter the world accounting for and reflecting
different perspectives.

CONCLUSIONS

ICICLE is positioned as the nexus for foundational and
use-inspiredAI for CI andCI for AI research among its col-
laborating institutions, domain scientists, and other NSF
AI Institutes, along with external partners. Our overarch-
ing objectives are to (i) facilitate collaboration and synergy
between CI researchers, AI researchers, and domain sci-
entists; (ii) involve stakeholders throughout the research
process; (iii) build and support a community of AI4CI
and CI4AI activities; (iv) support the adoption of ICICLE
technology, and (v) engage and partner with external orga-
nizations for technology transfer and commercialization.
ICICLE aims to create a robust and effective ecosystem
that accelerates both AI and CI research while maxi-
mizing their utility across various scientific disciplines
and industries.
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Abstract
This paper highlights the overall endeavors of the NSF AI Institute for Future
Edge Networks and Distributed Intelligence (AI-EDGE) to create a research,
education, knowledge transfer, and workforce development environment for
developing technological leadership in next-generation edge networks (6G and
beyond) and artificial intelligence (AI). The research objectives of AI-EDGE are
twofold: “AI for Networks” and “Networks for AI.” The former develops new
foundational AI techniques to revolutionize technologies for next-generation
edge networks, while the latter develops advanced networking techniques to
enhance distributed and interconnected AI capabilities at edge devices. These
research investigations are conducted across eight symbiotic thrust areas that
work together to address the main challenges towards those goals. Such a syn-
ergistic approach ensures a virtuous research cycle so that advances in one area
will accelerate advances in the other, thereby paving theway for a newgeneration
of networks that are not only intelligent but also efficient, secure, self-healing,
and capable of solving large-scale distributed AI challenges. This paper also out-
lines the institute’s endeavors in education and workforce development, as well
as broadening participation and enforcing collaboration.

INTRODUCTION

The recent breakthroughs of AI and Machine Learn-
ing (ML) as well as their successful applications in a
broad range of domains provide a unique opportunity
for designing AI-driven next-generation networks that are
“intelligent” in many different ways. The NSF AI Institute
for Future Edge Networks and Distributed Intelligence
(AI-EDGE)was established to fully explore the power of AI
to revolutionize next-generation edge networks. AI-EDGE
will develop new foundational AI tools for designing next
generation intelligent edge networks (6G and beyond), and
enabling true distributed intelligence. Our objective is to
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cultivate an environment that will not only foster innova-
tion in cutting-edge technologies but also prepare a new
wave of professionals equipped to navigate this rapidly
evolving landscape.
To address the above mentioned challenges, the insti-

tute is made of a strong, diverse, and growing consortia
of research leaders from university, industry, and govern-
ment labs that will work collaboratively to realize the
overall vision of designing next generation edge networks
and distributed intelligence (AI-EDGE 2023).
The overarching mission of the institute’s research is

to design next-generation hyper-scalable, heterogeneous
and dynamic networks that are highly efficient, reliable,
robust, and secure. New AI tools and techniques will be
developed to ensure that these networks are self-healing
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F IGURE 1 Overview of AI-EDGE.

and self-optimized. These networks will in turn be
designed to unleash the power of collaboration to help
solve long-standing distributed AI challenges, making
AI more efficient, interactive, and privacy-preserving.
Applications and practical use cases at experimental scale
are the pillars (Figure 1) that will be built on and will
interact with this foundation in a virtuous cycle to deepen
our understanding and magnify the impact of our work.
Use Case 1 is built around sensing and re-engineering the
wireless network environment. Use Case 2 is built around
extreme mobility applications where machines, humans,
and in some cases network elements could be in motion
at the same time. Use Case 3 focuses on the development
of programmable and virtualized edge networks. Looking
to the future, our institute will develop the key underlying
technologies for distributed and networked intelli-
gence that will have an impact on future transformative
applications well-beyond the institute’s funded years.
The success of the institute will be measured on several

fronts. On the research front, success will be measured by
the development of (i) a new intelligence plane for design-
ing next generation edge networks, (ii) how that plane will
be used to enable distributed AI, and (iii) the integration
of the research tasks to successfully implement the three
key use cases identified by the institute. Success in educa-
tion and workforce development will be measured by the
impact on AI-EDGE in helping to build a large and diverse
workforce in AI and networks.
The research is currently conducted across eight inter-

related thrust areas under two main themes: AI for
Networks and Networks for AI, as shown in Figure 1.

AI for Networks: While preliminary successes of AI for
Networks have been promising, developing ML tools to
networking with minimal or no human oversight poses
many important research challenges that need to be
explored. In Thrust 1, we re-engineer the physical fabric for
6G and beyond (6G+) wireless communications through
AI, thus treating the fabric itself as a controllable entity.
In Thrust 2, we develop new AI techniques for the design
and control of these next-generation networks taking into
account practical resource constraints. In Thrust 3, we fur-
ther generalize these techniques to allow for multi-agent,
possibly noncooperative, network entities. In Thrust 4, we
develop AI methods to secure the network edge.
Networks for AI: The vision of distributed intelligence

requires capabilities beyond today’s AI algorithms. The
research foundation here starts with Thrust 5, where
distributed AI adapts its operation seamlessly by tak-
ing into account computation, communication, and data
constraints. In Thrust 6, we go further by aiming to re-
engineer the networks themselves to better serve the needs
of distributedAI operations. In Thrust 7,we investigate col-
laborative (human + machine) analysis of data produced
by our application drivers, which will be far more effec-
tive than with either humans or machines in isolation. In
Thrust 8, we design and control the network such that it is
privacy-aware and can be optimized to facilitate protection
from information leakage and attacks.
In the rest of this paper, wewill provide a sampling of the

institute’s recent representative work along the above two
main themes. Additionally, we will outline the institute’s
endeavors in education and workforce development, as
well as broadening participation (BP) and enforcing collab-
oration.More details can be foundon the institutewebpage
(AI-EDGE 2023).

RESEARCH THEMES OF AI FOR
NETWORKS

The growth of edge networks in scale and complexity
implies that intelligent and autonomous design becomes
paramount. We describe below in detail two key learning
areas that the institute has been exploring that will have
a demonstrable impact on edge network design and con-
trol: (i) reinforcement learning and (ii) meta learning and
active learning.

Reinforcement learning (RL) empowered
edge network control

RL is amajorAI paradigm inwhich an online learner inter-
acts with an unknown environment sequentially in order
to achieve a large expected cumulative reward. Such a
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mathematical framework precisely captures how edge net-
works acquire, process, and communicate data, and hence
can play a vital role in designing data-driven network
resource allocation and control mechanisms. AI-EDGE
has made a number of fundamental contributions to rein-
forcement learning with a primary focus on addressing
challenging issues that practical edge networks encounter,
including various constraints such as resource and safety
constraints and switching cost, partial observability, model
misspecification, and so forth.
Edge devices are generally subject to resource con-

straints such as power, computation, and memory con-
straints. Their data processing can be modeled as con-
strained Markov decision processes (CMDPs). AI-EDGE
researchers have developed several innovative algorithms
to handle such constraints while maintaining the best pos-
sible performance. For example, Wei, Liu, and Ying (2022)
developed model-free RL algorithms with optimal regret
and constraint violation guarantees. Ghosh, Zhou, and
Shroff (2022) further expanded our exploration to larger,
potentially infinite, state spaces via a new model-free
constrained RL algorithm that also enjoys near-optimal
performance bounds. These novel algorithms exhibit sig-
nificant performance improvements in comparison to
existing solutions, especially in edge networkswith latency
and energy constraints.
Unlike energy constraints which are typically cumula-

tive over time, safety and power constraints are instan-
taneous at each step/time. For example, in autonomous
driving, improper operations at any time can cause catas-
trophic consequences such as crashing of a car. Thus, such
safety-critical systems need to avoid violation of safety
constraints at each time instance. It is highly challeng-
ing because the safety at each step should both depend
on history steps due to the system evolution and predict
the impact on future steps. Recently, we made a funda-
mental breakthrough in Shi, Liang, and Shroff (2023) to
address such a challenge, where we constructed novel safe
subgraphs to design safe exploration and planning, and
showed that our approach achieves a regret that nearly
matches the state-of-the-art regret in the unsafe-action
setting and that in the unconstrained setting.

Meta-learning for autonomous
transportation

Meta-learning is a powerful learning technique to reduce
sample requirement for learning tasks while still main-
taining the desired performance. AI-EDGE researchers
have made several significant contributions to these learn-
ing methodologies and have further demonstrated their
successful applications in multimodal fusion design for
beamforming over autonomous vehicles.

Autonomous vehicles typically move in dynamic con-
ditions, and thus a car may encounter new environments
that were not explicitly included in an apriori training
dataset. A major challenge here is that a single pre-trained
model is unable to generalize well. We approached such
a problem by leveraging a popular meta-learning frame-
work ofmodel-agnosticmeta-learning (MAML), for which
we first made several innovative contributions, includ-
ing characterizing the optimization performance (Ji, Yang,
and Liang 2021), understanding the statistical convergence
guarantee (Collins et al. 2022), and characterizing the gen-
eralization performance in the overparameterized regime
(Ju, Liang, and Shroff 2023). Equippedwith these powerful
tools, we further demonstrated the advantages of MAML
over traditional deep-learning techniqueswherein amodel
retrained in the unseen test environment (i) uses a frac-
tion of the data compared to classical retraining, which, in
turn, simplifies data collection and storage, and (ii) results
in equal or higher accuracy in optimal beam selection com-
pared to the case when the new environment dataset is
fully available during initial training. Our results in Gu,
Collins et al. (2023) reveal that our MAML implementa-
tion on camera images for the objective of beam selection
improves test accuracy by up to 86% with fine-tuning
when encountering an unseen non-line-of-sight (NLOS)
environment compared to conventional supervised learn-
ing.We are currently comparingMAML-based approaches
with traditional transfer learning, using initial results in
our earlier work (Gu, Salehi, et al. 2023).

RESEARCH THEMES OF NETWORKS FOR
AI

Future AI problems will be at large scale, for which fed-
erated learning (FL) implemented over edge networks is a
powerful paradigm to decentralize the computation, pro-
tect data privacy, and offer maximum design flexibility.
To this end, we have made substantial efforts in design-
ing innovative network-aware FL algorithms that address
various challenges of edge networks such as node hetero-
geneity, communication constraints, unequal client partic-
ipation, uncertainty of wireless communication medium,
and so forth. We also investigated more complex AI prob-
lems, decentralizing which requires further novel designs.
Below, we discuss in more detail about our work along
these directions.

Network-aware federated learning (FL)

Nodes in edge networks typically have different com-
putational capabilities, quality of datasets, and levels of
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participation. Hence, we have extensively addressed these
types of network heterogeneity and proposed new FL algo-
rithms that are communication-efficient, personalized,
straggler-resilient, and privacy-preserving.
As one such work, we studied model heterogeneous

FL for classification where different clients have different
model architectures (Regatti et al. 2022). Unlike exist-
ing works on model heterogeneity, we do not require
access to a public dataset, nor do we impose constraints
on the model architecture of clients. We also ensure
that the clients’ model architectures and data are private.
We developed a communication-efficient algorithm with
provable convergence and generalization properties that
aligns conditional distributions of each client in the fea-
ture space and achieves a consensus on the final layer
classification weights.
We also proposed a novel straggler-resilient FL method

that incorporates statistical characteristics of clients’ data
to adaptively select the clients in order to speed up the
learning procedure (Reisizadeh et al. 2022). The key idea is
to start the trainingwith faster nodes and gradually involve
slower nodes once the statistical accuracy of the data corre-
sponding to the current participating nodes is reached. The
proposed approach reduces the overall runtime (theoreti-
cally and via numerical evaluation) required to achieve the
statistical accuracy of data of all nodes, as the solution for
each stage is close to the solution of the subsequent stage
with more samples and can be used as a warm-start.

Federated learning with diverse structures

AI problems can have diverse structures in order to capture
various practical domains, encompassing the basic risk
minimization problem such as supervised learning, the
minimax problem such as robust adversarial training and
generative adversarial networks, and the bilevel problem
that captures meta-learning, hyperparameter optimiza-
tion, neural architecture search, and so forth. Building
on our work on decentralizing the basic minimization as
discussed in the preceding subsection, we have recently
pioneered the research on FL into the much wider scope
of minimax and bilevel problems while still addressing
network constraints and heterogeneity.
More specifically, we recently proposed a general fed-

erated minimax optimization framework (Sharma, Panda,
and Joshi 2023), that accounts for heterogeneity across
clients and subsumes several existing methods like local
stochastic gradient descent-ascent (SGDA). To fix this mis-
match caused by heterogeneity, we proposed normalizing
the client updates by the number of local steps under-
taken between successive communication rounds. Our

algorithms showed significant improvements over existing
computation and communication complexity results.

EDUCATION AND BROADENING
PARTICIPATION

There is a tremendous demand for AI-related skills not
only in computer science and engineering, but also across
many disciplines, from agriculture and manufacturing to
business and entertainment. Further, the growth of future-
generation wireless edge networks will require a large
workforce with expertise in wireless networking and com-
munications, security, and privacy. Thus, it is a priority
to educate students, professionals, and practitioners in AI
and networks and substantially grow and diversify the
workforce. Since it was founded, AI-EDGE has made sig-
nificant progress in educating undergraduate and graduate
students, practitioners, and professionals, and expand-
ing our reach to under-represented communities. Some
highlights are provided below.
AI-EDGE team members received a major grant for

establishing and growing the workforce needed to expand
5G and broadband access in Ohio 5G-Ohio website (2023)
This has led to synergistic work betweenAI-EDGE and the
5G-OHBroadband and 5GConnectivity Center to establish
BS specialization and Professional MS programs at OSU.
AI-EDGE has developed an educational repository for

AI and networks, where the course contents have been
partitioned into self-contained modules covering different
topics, each with student notes, lecturer notes, and appro-
priate paper reading assignments. The course repository
also includes bridge projects to integrate learning across AI
and the networks, personalized curriculum for individual
students and professionals, and professional MS programs
via “stackable certificates” with modular contents from
across universities.
Further, AI-EDGEconsistently provides industrial expe-

rience and training opportunities for students and post-
docs. We currently have multiple ongoing collaborations,
where PhD students and postdocs workwith scientists and
engineers across several industries.
To facilitate synergistic research interactions and

expand our students’ scope of knowledge, the institute
hosts a highly successful regular online seminar series
that feature research talks and tutorials given by students,
faculty, and postdocs of the institute, as well as world-
leading researchers in networking and AI. Recordings of
the talks are maintained on the institute’s website for easy
access. We also organize regular institute-wide meetings,
during which the students and postdocs are given oppor-
tunities to present lightning talks and posters about their
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research outcomes, which significantly encouraged their
engagement in this multidisciplinary research program.
Inclusivity and BP are cornerstones of AI-EDGE’s ethos.

We continually keep this focus at the forefront of our insti-
tute’s activities. We next summarize three key BP activities
and efforts that we have made during the initial 2 years of
AI-EDGE’s establishment.
Building a large diverse workforce: AI-EDGE has part-

nered with another OSU-AFRL led large-MSI consortium
to develop a community of under-represented engineers
and scientists and provide them with opportunities to
develop science, technology, and leadership skills. By
leveraging this consortium, AI-EDGE has recruited under-
graduate students from under-represented groups (URGs)
and run two 8-week summer programs during which the
studentsworkwith theirmentorswho are faculty and post-
docs/graduate students at AI-EDGE. The research projects
that students can select cover a broad range of topics inML,
networking, and security.
Women in AI program: The institute has launched an

institute-wide virtual “Women in AI program” partici-
pated by all female faculty, students, and postdocs as well
as other institute’s members. The program events are orga-
nized by a student committee and monitored by the BP
committee. The institute has organized several networking
events with different themes for women students and post-
docs, including research highlight presentations, panel
discussions on topics of interest such as the process of aca-
demic job search, work-life balance, and strategies for a
successful career, and more.
Community outreach and engagement: AI-EDGE fac-

ulty members have given several interviews to local
and international news organizations, at libraries, and
keynotes/invited talks on the importance of AI and net-
working technologies. Our faculty, students, and postdocs
across the institute have actively participated in vari-
ous outreach events for high-school and undergraduate
students and teamed up to give tutorials at various high-
school summer camps.

CONCLUSION

In this paper, we have introduced the AI-EDGE institute,
which seeks to build on the synergies between AI/ML
and networking to develop intelligent next-generation
edge networks and distributed AI. We have provided an
overview of the institute’s key focus areas and summa-
rized some of our exciting research advancements on
various learning methods (such as RL and FL) and their
applications. We have also highlighted some main AI-
EDGE endeavors in education, workforce development,
and BP.
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Abstract
The Institute for Foundations of Machine Learning (IFML) focuses on core
foundational tools to power the next generation of machine learning mod-
els. Its research underpins the algorithms and data sets that make generative
artificial intelligence (AI) more accurate and reliable. Headquartered at The
University of Texas at Austin, IFML researchers collaborate across an ecosys-
tem that spans University of Washington, Stanford, UCLA, Microsoft Research,
the Santa Fe Institute, and Wichita State University. Over the past year, we
have witnessed incredible breakthroughs in AI on topics that are at the heart
of IFML’s agenda, such as foundation models, LLMs, fine-tuning, and diffusion
with game-changing applications influencing almost every area of science and
technology. In this article, we seek to highlight seek to highlight the application
of foundational machine learning research on key use-inspired topics:
∙ Fairness in Imaging with Deep Learning: designing the correct metrics and
algorithms to make deep networks less biased.

∙ Deep proteins: using foundational machine learning techniques to advance
protein engineering and launch a biomanufacturing revolution.

∙ Sounds and Space for Audio-Visual Learning: building agents capable of
audio-visual navigation in complex 3D environments via new data augmen-
tations.

∙ Improving Speed and Robustness of Magnetic Resonance Imaging: using
deep learning algorithms to develop fast and robust MRI methods for clinical
diagnostic imaging.

IFML is also responding to explosive industry demand for an AI-capable work-
force. We have launched an accessible, affordable, and scalable new degree
program—the MSAI—that looks to wholly reshape the AI/ML workforce
pipeline.

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any medium,
provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made.
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INTRODUCTION

The Institute for Foundations ofMachine Learning (IFML)
was part of the first cohort of the National Science Foun-
dation’s artificial intelligence (AI) institutes. We are home
to a dynamic and diverse team of researchers focusing on
machine learning foundations—the apparatus that under-
pins AI. Headquartered at The University of Texas at
Austin, IFML researchers collaborate across an ecosystem
that spans University of Washington, Microsoft Research,
and Wichita State University. Together, we conduct foun-
dational research that has the potential to impact every
person on the planet. Over the past year, we have wit-
nessed incredible breakthroughs in AI on topics that are at
the heart of IFML’s agenda: foundationmodels, generative
models, fine-tuning, diffusion, algorithms, data augmen-
tation, robustness, and reinforcement learning, to name
a few. It was a thrilling year for our team, as we saw
game-changing applications influencing almost every area
of science and technology.
IFML works to understand the key foundational ques-

tions that need to be solved so that machine learning can
continue its upward trajectory. Part of IFML’s mission,
as mandated by the NSF, is to function as a nexus point
for other institutes and centers that may have overlapping
interests in machine learning. We believe in the power of
foundational research and its importance to both short and
long-term innovation inmachine learning.Within the cur-
rent empirical framework, reducing the amount of trial
and error using principled heuristics is extremely impact-
ful. New algorithms and analyses have the potential to
dramatically reshape the field. For example, the inven-
tion of polynomial-time interior-point methods for solving
linear programs has influenced nearly every aspect of opti-
mization, an area at the core of modern machine learning
systems. Additionally, foundational researchers are now
routinely hired by the largest technology companies. Given
this tight integration, theoretical research is positioned to
have major influence.
Tomeet future demand fora highly skilled AIworkforce,

IFML members were instrumental in developing course-
work for a new Master of Science in Artificial Intelligence
(MSAI) degree program at The University of Texas at
Austin. TheMSAI was featured in The New York Times due
its potential to reshape the landscape of AI education.
The MSAI is explicitly designed to deliver affordabil-

ity, accessibility, and scalability. These are the same traits
that make this a uniquely valuable tool for workforce
development:

∙ Accessibility: Because the program is online and part-
time for most students, it can be completed without

the student having to leave the workforce, relocating, or
evenmaking night and/or weekend trips to campus as is
required by many executive education programs.

∙ Affordability: The program is intentionally priced tomit-
igate one of the most significant barriers to graduate
study: prohibitively high tuition. Whereas traditional
specialty MS programs are typically priced between
$500,000 and $100,000, theMSAI programwill be priced
at approximately $10,000.

∙ Scalability: In steady state, we expect to enrollmore than
2500 MSAI students while graduating more than 700
students per year. We already have clear evidence of the
viability of this delivery model through our online MS
programs in Computer Science (CS) and Data Science
(DS), which together currently enroll more than 3000
students. We began accepting applications for the MSAI
on June 1 and received more than 2900 applications for
the inaugural cohort.

RESEARCHHIGHLIGHT 1 – FAIRNESS IN
IMAGINGWITH DEEP LEARNING

We have all seen the moment in the movies—detectives
gather around a computer screen staring at a blurry image
captured from a store security camera. With just a few
clicks, magical “zoom and enhance” software unblurs the
fuzzy image, revealing the culprit’s license plate or the
face of the villain. It is still science fiction, but the real-
ity is that Deep Learning methods are getting closer to
realizing this dream. Modern AI techniques can ren-
der high-quality images from blurry and low-resolution
samples. These techniques can transform computational
photography, medical imaging, increase resolution, and
accelerate MRI and microscopy.
In 2020, a deep learning generative model with ground

breaking performance was posted on the web. The model
could turn low-resolution images to high-quality photos. A
user uploaded a low-resolution image of President Obama,
to obtain an image that is now called “White Obama.” This
was a startling display of bias in AI imaging algorithms.
The deep learning model was reconstructing images with
predominantly white features and a heated debate arose
across Twitter and other socialmedia. Alex Dimakis, IFML
co-director and a Professor in the Chandra Family Depart-
ment of Electrical and Computer Engineering, led a team
of researchers to investigate. Was the source of the prob-
lem the bias in the training data, or in the reconstruction
algorithm, and how could we fix it?
The algorithm that generated these images, PULSE,

is using a deep generative model called StyleGAN that
can produce artificial faces (like the ones shown on
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F IGURE 1 Low-resolution image input with comparisons of previous super-resolution deep learning method and the research team’s
super-resolution method.

thispersondoesnotexist.com) but is optimizing the gen-
erated image to match the low-resolution input image
after downscaling. StyleGAN was trained on a dataset of
images of predominantly white people. Many researchers
argued that this was the source of the bias, and that
simply creating a balanced training dataset would solve
the problem. The team’s recent work (Figure 1) shows that
this is not the case: the reconstruction algorithm needs to
be modified, in addition to the training set.
The first problem is that we needed to think carefully

about defining fairness in reconstructing images of people
with various attributes. Traditional group fairness defi-
nitions are defined with respect to specified protected
groups—camouflaging the fact that these groupings are
artificial and carry historical and political motivations. For
instance, should South and East Asians be viewed as a
single group or separate groups? Should we consider one
race as a whole or further split by gender? Choosing which
groups are valid and who belongs in them is an impos-
sible dilemma and being “fair” with respect to Asians
may require being “unfair” with respect to South Asians.
This motivates our introduction of oblivious fairness. The
machine learning algorithm needs to work for all possible
groupings of the population.
Our first result is that several intuitive notions of

group fairness are incompatible and impossible to achieve
simultaneously. We show that the natural extension of
demographic parity is strongly dependent on the group-
ing, and impossible to achieve obliviously. We introduce
a new definition of fairness called Conditional Propor-
tional Representation which can be achieved obliviously
(i.e., without defining specific protected groups) through a
natural algorithm that we propose.
Our second result is that the reconstruction algorithm

previously used (MAP inference) is amplifying any bias
that can be present in the data. The essence of why is illus-
trated in the following toy example: Alice flips a biased
coin that comes Heads with probability 0.6 and Tails with

0.4. Bob has to guess Heads or Tails, knowing this is a
biased coin. If Bob wants to maximize his probability of
winning, he will always guess Heads, even when the bias
is only 60%. This increases the 60% dataset bias to 100%,
andwe observe this bias amplification phenomenon exper-
imentally in our study. On the contrary, if Bob uses the
algorithm we propose (posterior sampling), Bob will ran-
domize his guess and propose Heads only 60% of the time,
matching but not amplifying the bias in the training data
(Figure 2).
As deep learning imaging algorithms become ubiqui-

tous across smartphones, social networks, MRI scanners,
and a broad array of other applications, designing the cor-
rect metrics and understanding the foundations of deep
learning is going to be key to ensure future deployments
reflect the diverse and inclusive reality of our world.

RESEARCHHIGHLIGHT 2 – DEEP
PROTEINS

One of the holy grails of biotechnology is the ability
to engineer proteins by introducing mutations into their
sequences in order to improve their function. To create
protein-based biotechnologies, a thermostable scaffold is
often needed for downstream industrial and therapeutic
applications. For example, we may wish to thermostabi-
lize the COVID-19 spike protein to improve the ability of
our innate adaptive immune system to produce neutral-
izing antibodies. The computational stability prediction
community, however, has struggled to find models that
can generalize due to the large and highly complex nature
of atomic-level data, as well as a lack of properly curated
training sets. IFML members are focused on the funda-
mental problem of developing machine learning models
that can predict stabilizing mutations on a given protein.
Over the past year, IFML has developed new foundational
methods for data augmentation, new representations and
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F IGURE 2 An example of reconstructions using posterior sampling compared to the previous method PULSE which uses MAP
inference and amplifies the bias (Jalal et al., 2021a).

F IGURE 3 Identifying mutations that stabilize proteins can help advance innovations for industrial or pharmaceutical use.

algorithms for fast inference, and novel deep learning
architectures (Figure 3).
The standard approach for building a thermostability

predictor is to use a billion-parameter sequence model
as a black box and fine-tune on a small-labeled train-
ing set. As our aim is to move beyond the limitations of
thesemethods, we created new training sets using a simple
and powerful data augmentation technique and leveraged
both structure and sequence-basedmodels to address both
geometric and physical properties of proteins. The results

required us to dig into foundational deep learning prob-
lems involving new architectures and representations. Our
data augmentation technique opens the door for an order-
of-magnitude increase in available data across a wide
variety of protein engineering domains, as noted in “Sta-
bility Oracle: A Structure-Based Graph-Transformer for
Identifying Stabilizing Mutations.”
Due to experimental limitations, most datasets of muta-

tions are biased toward particular amino acids. This makes
it extremely difficult to make predictions on the entire
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space of mutations. Thermodynamic permutations (TP)
is the first thermodynamic stability training set that sam-
pled all 380 mutation types. We are currently extending
this to higher order mutations. To address data leakage,
we first generated a more comprehensive test set that
better sampled the 380 mutation types and then used pro-
tein similarity to ensure no overlap between training test
splits.
With these data enhancements in hand, we devel-

oped Stability Oracle, a structure-based stability predictor
that, given a protein microenvironment and “to” and
“from” amino acids, can rapidly predict the associated
thermodynamic change. Prior structure-based work in
thermostability prediction requires a complete structure of
both the wildtype and mutated protein. This is computa-
tionally prohibitive, as it requires running AlphaFold to
compute a single prediction. Further it has been empiri-
cally shown that AlphaFold struggles to update a protein
structure based on a single mutation. Instead, we use a
self-supervised pretraining phase based on previous work
by Daniel Diaz on the MutCompute model but with an
updated graph transformer architecture. This allows us
to use representations of the “from” and “to” amino
acids along with a microenvironment instead of obtaining
entirely new structures. Fine tuning this Stability Oracle
model using our TP data augmentation results in state-
of-the-art thermostability prediction across all standard
benchmarks and outperforms on all metrics.
Next, we discovered a way to extract “from” and “to”

amino acid representations using AlphaFold, which is typ-
ically used for protein structure prediction. In fact, several
publications have highlighted the inability of AlphaFold
to capture changes in free energy of point mutations in
proteins. Our approach and resulting model, StabilityFold,
contradicts this conventional wisdom and demonstrates
that Alphafold can be used to learn changes in free energy
of point mutations. Further, we developed a new parallel
algorithm called MutateEverything, which not only fine-
tunes AlphaFold embeddings for single point mutations
but can be generalized to high order mutations and can
make millions of predictions using a single forward pass
through AlphaFold’s evoformer. Our method is quite gen-
eral, and we can “plug-in” sequence-based models such
as Prostata to obtain state of the art sequenced-based
thermostability predictors that outperform for example
ESM.
IFML is collaborating with UT Austin’s Ellington lab to

stabilize a lipase that can accelerate field diagnostics for
Tuberculosis and stabilize a polymerase for synthetic biol-
ogy applications.With theGeorgiou Lab, we are stabilizing
two human enzymes with applications in breast and colon
cancer, respectively. We are working with the McClellan
lab to accelerate the stabilization of several viral spike pro-

teins for vaccine design. Finally, we are working with the
Adapt lab at Houston Methodist Research Institute where
we are working on improving the expression of COVID-
19 antibodies and exploring the ability of Stability Oracle
to predict mutations that improve binding affinity to the
Omicron spike protein.
Long term, our goal is to create is a suite of deep

learning tools that accelerate the engineering of differ-
ent protein phenotypes and provide the computational
foundation for the biomanufacturing revolution of the
chemical, pharmaceutical, agrochemical industries.

RESEARCHHIGHLIGHT 3 – SOUNDS AND
SPACE FOR AUDIO-VISUAL LEARNING

Humans learn by interacting with the world. IFML
researchers have adopted a similar strategy to teach vir-
tual agents new skills. We use all our senses when we
navigate the world, but today’s embodied AI agents—
like robots or virtual assistants—are typically restricted to
using only visual perception of their environment. IFML
member Kristen Grauman, a Professor in the Department
of Computer Science at UT Austin and a Research Sci-
entist in Facebook AI Research (FAIR), is working to fill
this void by building agents capable of audio-visual nav-
igation in complex, acoustically and visually realistic 3D
environments.
SoundSpaces is a first-of-its-kind audio-visual platform

for embodied AI. We are working to produce realistic
audio rendering based on room geometry, materials, cam-
era position, and sound location— so we can create smart
agents that can better respond to real-world situations. In
this demo, we see the platform responding to a real-life
scenario, such as a fire alarm going off during a piano
lesson.
Building on their SoundSpaces platform, the team

has developed multimodal deep reinforcement learning
approaches to train navigation policies end-to-end from
a stream of egocentric audio-visual observations. These
policies allow the agent to (1) discover elements of the
geometry of the physical space indicated by the reverber-
ating audio and (2) detect and navigate to sound-emitting
targets. Additionally, the project introduces a dataset of
audio renderings based on geometrical acoustic simula-
tions for two sets of publicly available 3D environments
(Matterport3D and Replica), and extends Habitat to sup-
port the new sensor, making it possible to insert arbitrary
sound sources in an array of real-world scanned envi-
ronments. The research shows that audio greatly benefits
from embodied visual navigation in 3D spaces and lays
the groundwork for new research in embodied AI with
audio-visual perception.
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The latest iteration of SoundSpaces delivers on-the-
fly geometry-based audio rendering for 3D environ-
ments. Given a 3D mesh of any real-world environment,
SoundSpaces can generate highly realistic acoustics for
arbitrary sounds captured from arbitrarymicrophone loca-
tions. Together with existing 3D visual assets, it supports
an array of audio-visual research tasks, such as audio-
visual navigation, mapping, audio source localization and
separation, and visual-acoustic matching.
Compared to existing resources, SoundSpaces 2.0 has

the advantages of allowing continuous spatial sam-
pling, generalization to novel environments, and config-
urable microphone and material properties. This is the
first geometry-based acoustic simulation that offers high
fidelity and realism while also being fast enough to use for
embodied learning. SoundSpaces and SoundSpaces 2.0 are
publicly available to facilitatewider research for perceptual
systems that can both see and hear.

RESEARCHHIGHLIGHT 4 – IMPROVING
SPEED AND ROBUSTNESS OFMAGNETIC
RESONANCE IMAGING

“Stress inducing” is often a phrase associated with mag-
netic resonance imaging (MRI) and more than 12 million
people undergo the procedure each year. Jon Tamir, assis-
tant professor in the Chandra Family Department of
Electrical and Computer Engineering at UT Austin, works
with a team of researchers to develop fast and robust MRI
methods for clinical diagnostic imaging.Workingwith col-
leagues at UT Austin’s Dell Medical School, Tamir and his
team are developing machine learning methods to shorten
the times MRI exams can take while likewise extracting
more data from the process.
MRI is an exceptional imaging modality because it does

not use harmful radiation, but scan time is a major bar-
rier to wider clinical adoption. Making the scanner faster
andmore comfortable will go a longway to serving a larger
population, especially in pediatric and neonatal settings
where a sick patient cannot be expected to stay still for very
long.
Tamir and his team are using foundational AI algo-

rithms developed at IFML to combine deep learning with
biomedical imaging in a principled manner. A signifi-
cant body of prior work focuses on developing end-to-end
deep learning methods that reconstruct images from MRI
measurements. The use of end-to-end deep learningmeth-
ods is hindered by their black-box nature, due to lack
of interpretability, trust, and robustness guarantees. Such
methods perform extremely well when evaluated in care-
fully controlled environments but are fragile when used
in clinical environments with disparate scanner hardware,

imaging protocols, and patient populations. The reason
for this fragility is the explicit coupling of the measure-
ment model and the statistical image prior during training
(Jalal et al., 2021b). In essence, a prescribed measure-
ment operator and a dataset must both be specified at
train time. When the test-time conditions differ, then
the reconstructions will suffer from artifacts due to gen-
eralization error. In practice, clinical MRI demands the
flexibility to changemeasurement settings on a per-patient
basis to accommodate the natural heterogeneity in patient
populations.
To overcome these limitations, the team designed an

algorithm that explicitly decouples the measurement
model and the statistical image prior. They used estab-
lished and principled statistical physical models to sepa-
rately describe the likelihood function of themeasurement
system. Then, they trained a foundation generative model
onMRI images, similar to howDall-E and Stable Diffusion
were trained on images from the web. They combined the
measurement model and the generative model and posed
the image reconstruction task as sampling from the poste-
rior distribution. As a result, they were able to accelerate
the MRI scan by factors of 4x–12x while maintaining high
image quality (Levac, Jalal, &Tamir, 2023). A benefit of this
approach is the ability estimate uncertainty in the recon-
struction, potentially providingmorenuanced information
about the quality of the result to the clinician. In addi-
tion to estimating uncertainty in the reconstruction, Tamir
and coworkers extended their framework to incorporate
uncertainty in the measurement model itself. For exam-
ple, patient motion during the scan leads to ambiguity in
the acquiredmeasurements. Bymodeling themotion as an
unknown random variable, they were able to extend the
reconstruction to sample from the joint posterior of both
the image and the motion parameters. Motion is a seri-
ous issue in MRI and this approach lets us get diagnostic
images even when the patient moves during the scan.
Experimental scan performed by Tamir’s team at Dell

Medical School on a healthy volunteer with institutional
review board approval. The left image shows a brain MRI
scan performed when the subject was still. The middle
image is the result when the subjectmoved during the scan
and shows artifacts near the ventricles. The right image is
the proposed algorithm that removes the motion-induced
artifacts (Figure 4).

SUMMARY

IFML research in use-inspired areas—imaging, video, nav-
igation, and protein design/engineering—are the appli-
cations that have been at the heart of some exciting
recent breakthroughs. IFML senior personnel are closely
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F IGURE 4 The research team extended their framework to incorporate uncertainty, such as patient movement, in the measurement
model itself (Levac, Jalal, & Tamir, 2023).

connected to industrial partners in these areas, resulting in
research that is aligned with the latest developments and
has the potential for near-term deployment.
Our use-inspired work has become considerably more

collaborative, as common foundational techniques (e.g.,
transformers) find applications acrossmultiplemodalities.
As such, foundational research is now vital for achieving
impact in diverse application areas. We use new algo-
rithms, data sets, and architectures to ensure fairness in
generative imaging, to enable robots to navigate in ever-
changing environments, to deploy more robust MRI in
clinical health settings, and to develop new biologics and
therapeutics.
Leveraging our strong partnerships in education and

broadening outreach efforts, IFML continues to address
the demand for an increasingly AI-centric workforce. We
strive to be a leader in AI education by providing a globally
available, low-cost online Master of Science in AI.
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Abstract
This article is a short introduction to AI4OPT, the NSF AI Institute for
Advances in Optimization. AI4OPT fuses AI and optimization, inspired by
societal challenges in supply chains, energy systems, chip design and man-
ufacturing, and sustainable food systems. By combining machine learning
and mathematical optimization, AI4OPT strives to develop AI-assisted op-
timization systems that bring orders of magnitude improvements in effi-
ciency, perform accurate uncertainty quantification, and address challenges
in resiliency and sustainability. AI4OPT also applies its “teaching the teach-
ers” philosophy to provide longitudinal educational pathways in AI for
engineering.

INTRODUCTION

Themission of theNSFArtificial Intelligence (AI) Institute
for Advances in Optimization (AI4OPT) is

to revolutionize decision making at massive
scales by fusingAI andmathematical optimiza-
tion and delivering scientific breakthroughs
that the two fields cannot achieve indepen-
dently.

This Institute pursues this objective by integrating the
model-driven paradigm typically followed in operations
research with data-driven methodologies coming from AI.
The research in AI4OPT is use-inspired, addressing funda-
mental societal and technological challenges of our times.
They include the following: How to design agile, sus-
tainable, resilient, and equitable supply chains? How to
operate energy systems powered by distributed renew-
able energy resources? How to deliver a step change in
chip design and manufacturing, and manufacturing as
a whole? How to create sustainable ecosystems within

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial License, which permits use, distribution and reproduction in any
medium, provided the original work is properly cited and is not used for commercial purposes.
© 2024 The Authors. Association for the Advancement of Artificial Intelligence.

the food–water–energy nexus? AI4OPT focuses on AI for
Engineering, which raises deep scientific challenges in
terms of reliability, robustness, and scalability. Indeed,
AI4OPT is driven by high-stake applications that feature
physical, engineering, and business constraints, and com-
plex objectives that must balance efficiency, resilience,
sustainability, and equity. Moreover, the underlying op-
timization problems at the core of the grand challenges
are of very large scale, many of which are beyond the
scope of existing technologies. To address these, AI4OPT
is organized around methodology thrusts that focus on
specific challenges: they include a new generation of
data-driven optimization solvers, decision making under
uncertainty, combinatorial and reinforcement learning,
end-to-end optimization, and decentralized learning and
optimization. In addition, a transversal thrust on Ethi-
cal AI ensures that ethics is included in the design of
every fundamental and use-inspired project, not as an
afterthought. The complementarity of the end-use cases
and the methodology thrusts creates a virtuous cycle of
innovation, both in foundational research and industrial
impact.
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The research mission of AI4OPT is complemented by its
educational vision which is

to create longitudinal pathways for AI in en-
gineering, from high school to graduate educa-
tion, using a “teach the teachers” philosophy to
maximize impact.

The pathways start in middle and high schools (through
summer camps and engineering practices), move to under-
graduate education through the Faculty Training Program,
and the creation of graduate programs. The “teaching
the teachers” philosophy is pervasive across the institute:
its goal is to empower teachers at every education level
to create programs in their own institutions, for exam-
ple, minors and majors in artificial intelligence. AI4OPT
also includes mentorship programs to help students take
leadership roles and reinforce their understanding of the
material over time. The institute has a strong focus on his-
torically black high schools, Historically Black Colleges
and Universities (HBCUs), and Minority Serving Institu-
tions (MSIs), to develop talent and increase the diversity of
the AI workforce.
AI4OPT is led by the Georgia Insitute of Technology in

collaboration with universities in California (UC Berkeley,
USC, UC San Diego), Texas (UT Arlington), and Geor-
gia (Clark Atlanta University). The Institute is creating a
vibrant nexus in AI and optimization, bringing together
academic institutions, industrial partners, international
collaborators, and educators. In Atlanta, AI4OPT is located
on the 12th floor of the Coda building in Midtown, pro-
viding a prime space for faculty, research scientists, and
students that encourages knowledge cross-fertilization.
AI4OPT brings together world-leading researchers in artifi-
cial intelligence, operations research and their integration,
as well as domain experts in its use cases, creating a unique
environment for innovation.
The Industrial Partner Program (IPP) of AI4OPT features

novel internship programs to facilitate research collab-
orations between academia and industry. It assembles
some of the most innovative companies in supply chains,
manufacturing, and energy systems, with the goal of
maximizing the impact emerging from the fusion of AI
and optimization.
AI4OPT has metrics of success that go beyond the tra-

ditional academic indicators (e.g., publications, keynotes,
awards). On the research side, success is measured by
demonstrating how AI-assisted optimization can solve ap-
plications that are outside the realm of existing technology.
Real-time optimization and human-in-the-loop optimiza-
tion are two classes of applications where the Institute
has already achieved success. On the education side, suc-
cess is about creating minor and major programs in AI
and building AI research capacity at HBCUs and MSIs,

as well as developing camps and courses for high school
students.
The rest of this article is organized as follows. “Op-

timization Proxies” section illustrates how the institute
contributes scientific breakthroughs that the two fields
cannot achieve independently. “End-Use Cases” section
describes some of the societal and technological chal-
lenges that are driving AI4OPT research. “Methodology
Thrusts” section briefly reviews the methodology thrusts
driven by the end-use cases. “Workforce Development”
and “AI4OPT as a Nexus” sections outline someworkforce
development activities and how AI4OPT acts as a nexus at
the intersection of AI and optimization. It is impossible to
do justice to all the activities of the institute in a short ar-
ticle, but the hope is that this presentation will encourage
readers to learn more about AI4OPT.

OPTIMIZATION PROXIES

At its core, optimization models are used in decision-
making applications to map problem inputs into opti-
mal solutions. Optimization solvers have seen dramatic
progress over the last decades, producing optimal solutions
to many industrial problems. For instance, optimization
models quite literally keep the lights on by committing
generators and dispatching electricity in real time every
five minutes. Optimization models run end-to-end sup-
ply chains, which involve aspects such as the scheduling
of manufacturing plants, load consolidation for middle-
mile logistics, and the design of e-commerce networks,
to name a few. Yet recent developments are challenging
even the best solvers: optimization models have grown
even larger, are expected to capture the realities of an
increasingly uncertain and volatile world, and are blur-
ring the distinction between planning and operations.
As a result, optimization solvers have become too slow
in many contexts: they include real-time applications,
large-scale Monte-Carlo simulations that are based on op-
timization, and environments where humans interact with
optimization technology.
In those circumstances, it is natural to explore whether

machine learning can replace optimization, moving most
of the computational burden offline. A machine-learning
model can then learn the input/output mapping of the op-
timization model, producing a first approximation to the
concept of an optimization proxy. The challenge, however,
comes from applying this idea to AI for Engineering. In-
deed, many of the end-use cases of the institute feature
optimization problems with hard physical, engineering,
and business constraints. For instance, in an electrical
grid, the load (demand) and the generation (supply) must
be equal at all times. In supply chains, shipments must
fit within the vehicle capacity. In addition, optimization
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proxies will be deployed in high-stake applications, which
means that they must cater to a wide variety of instances,
deliver high-quality solutions with performance guaran-
tees, and learn instances withmillions of input parameters
and make hundreds of thousands of predictions.
To address these considerations, the end-to-end opti-

mization thrust explores the science and engineering of
optimization proxies. Its research led to novel architec-
tures, which postulate that an optimization proxy is the
composition of a machine-learning layer that produces a
high-quality approximation of the optimizationmodel, fol-
lowed by a feasibility layer that repairs the prediction to
deliver a feasible, near-optimal, solution. This Learning
and Repair architecture can be trained end-to-end, using
a self-supervised framework that backpropagates the loss
function through the feasibility layers.
This fusion of AI and optimization can deliver break-

throughs that cannot be achieved by the two fields
independently. One such application is real-time risk as-
sessment, which is becoming increasingly pervasive in
energy systems and supply chains, including for some
of the key partners of AI4OPT. As mentioned earlier,
transmission system operators typically solve a market-
clearing optimization every 5 min to balance load and
generation. Given the increased volatility in net load
due to intermittent renewable resources, grid operators
are interested in real-time risk assessment tools. Such
tools run a large number of Monte-Carlo simulations, us-
ing scenarios from probabilistic forecasts, to quantify the
system-wide risk. A single simulation may take up to 15
min, given the computational complexity and the sheer
number of optimization problems, making it impracti-
cal to assess risk in real time. Work by the institute has
shown that optimization proxies make it possible to run
these simulations in 5 s (two to three orders of magnitude
faster), identifying risk with very high accuracy (Chen,
Tanneau, and Van Hentenryck 2023). Real-time risk as-
sessment represents one of the early successes of AI4OPT,
demonstrating the true potential of fusing AI and opti-
mization. Such orders of magnitude improvements are
one of the key success indicators of the Institute. Ob-
serve that the engineering applications raise challenges in
speed, reliability, scalability, robustness, and performance
guarantees that are pushing AI in directions that are largely
unexplored. They require fundamental scientific and engi-
neering advances to ensure feasibility, near-optimality, and
reliability.

END-USE CASES

Asmentioned, already, at AI4OPT, challenges fromend-use
cases inspire foundational research, which then delivers

innovations to address them. Here is a brief description of
these end-use cases.

Supply chains
Supply-chain management used to be an arcane topic,
discussed by a few and invisible to the general public.
This has changed after the pandemic: the public is now
aware of a topic that has become top-of-mind in many
corporate boards. Supply chains have become larger, and
e-commerce has proliferated, imposing significant envi-
ronmental costs to meet new customer expectations. At
the same time, many customers and suppliers, especially
in rural regions, face increasing difficulties in procuring or
delivering specific products.What is needed is a paradigm
change, a new vision for supply chains that complements
efficiency with resilience, sustainability, and equity goals.
Research in supply chains at AI4OPT is centered around
end-to-end supply chains, with scalability, resilience, sus-
tainability, and equity as core challenges. AI4OPT has
assembled a consortium of partners that cover (almost)
all aspects of supply chains. It leverages novel forecast-
ingmethods, optimization proxies, decisionmaking under
uncertainty, and automation to meet these challenges.

Energy systems
The challenge for energy systems is clear: how to rein-
vent the planning and operations of a grid powered by
renewable energy sources and storage. Energy systems are
transitioning from the century-old “generation follows the
load” organization of the grid to a paradigm centered
on risk assessment and risk management. This end-use
case helps reinvent energy systems by pursuing four over-
arching themes: (1) probabilistic forecasting to quantify
uncertainty; (2) stochastic and risk-aware optimization to
capture this uncertainty in decision processes; (3) opti-
mization proxies to perform real-time risk assessment and
risk-aware optimization; and (4) decentralized optimiza-
tion to address the massive proliferation of distributed
energy resources.

Chip design and manufacturing
Each generation of chips is becoming more expensive to
design, requiring numerous cycles between expert design-
ers and simulators. It is no longer possible or desirable
to separate the various phases of the design, for example,
circuit synthesis, placement, and routing. What is needed
is a new generation of tools that help engineers design cir-
cuitsmore holistically.Machine learning (includingRL and
inverse learning) has been shown to have significant po-
tential in this area; it is the goal of this end-use case to
explore its role in circuit optimization. Chip manufactur-
ing has also become increasingly complex and subject to
uncertainty in supply, demand, and the complexity of the
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bill of materials. In conjunction with supply chains, this
end-use case also aims at transforming the optimization of
the chip manufacturing process.

Sustainable systems
The food–energy–water nexus is identified as one of the
key grand challenges of the 21st century andAI has demon-
strated early potential to address complex problems in this
space. This end-use case conducts three interconnected
projects on biogas, water, and food to reduce greenhouse
emissions and boost food production.

METHODOLOGY THRUSTS

The methodology thrusts carry out foundational AI re-
search inspired by the end-use cases. Here is a brief
description of the methodology thrusts of AI4OPT.

End-to-end optimization
The end-to-end optimization thrust primarily focuses on
the science and engineering of optimization proxies that
were described in “Optimization Proxies” section. Re-
cent contributions include the concepts of self-supervised
primal-dual learning (Park and Van Hentenryck 2023),
compact learning (Park et al. 2023), and end-to-end learn-
ing and repair (Chen, Tanneau, andVanHentenryck 2023).
The thrust draws inspiration from the end-use cases in
energy systems and supply chains, and also explores top-
ics in decision-focused learning, learning to optimize,
verification, explanation, and formal guarantees.

New generation solvers
The solvers thrust works on a new generation of highly
tunable optimization solvers that use machine learning
and historical data to dramatically improve performance
in settingswhere an optimizationmodel is used repeatedly.
Recent results apply the Learning to Optimize paradigm to
mixed-integer programming (Huang, Ferber, et al. 2023),
mixed-integer nonlinear programming (Ferber et al. 2023),
and AI planners (Huang, Shivashankar, et al. 2023). The
end-use cases contribute problem instances to benchmark
solver performance.

Decision making under uncertainty
The energy and supply-chain end-use cases clearly in-
dicate the need for advances in decision making under
uncertainty. This includes probabilistic forecasting, uncer-
tainty quantification, scenario generation, and detection
of rare events in presence of spatial-temporal correlations
(Xu and Xie 2023). Of particular interest is the funda-
mental and applied research on conformal predictions.
The thrust also explores solution techniques for specific
classes of multistage stochastic optimization problems
(Lan and Shapiro 2023) and new Bayesian risk-sensitive

and distributionally robust optimization models (Ju and
Lan 2023).

Reinforcement learning
The RL thrust focuses on the end-use cases of the institute,
which are much larger and more complex than environ-
ments inwhichRLhas been successful so far. It contributes
foundational advances to deep RL to handle such com-
plex environments (Laskin et al. 2022), and expands RL
research to include societal and ethical considerations. The
thrust will be increasingly focused on offline RL (Chen and
Maguluri 2022) to make the technology safer and more
amenable to industrial use.

Combinatorial learning
This thrust studies machine learning in the context of
combinatorial and highly constrained applications with
the goal to improve generalization and interpretability
and reduce errors. Recent results include highly specific
strong convex models with structured sparsity (Atamtürk
and Gómez 2022), pairwise-based optimization algorithms
for counteracting learning bias (Hochbaum, Liu, and
Goldschmidt 2023), and meta-algorithms to automatically
select the best solver (Asín-Achá et al. 2022).

Distributed and multi-agent learning and optimization
This thrust explores decentralized solutions to manage a
large number of agents, motivated by applications in en-
ergy systems and automated warehouses. Recent results
focus on AI-based decentralized path planning and execu-
tion (Xu et al. 2022), on how agents can help each other
learn through communication (Zhang, Pananjady, and
Romberg 2022), and distributed learning algorithms that
are robust against communication imperfections (Zeng,
Doan, and Romberg 2023).

Ethical AI
The ethical AI thrust is transversal: it draws from, and in-
forms, every thrust and end-use case in the institute. It
leverages the fusion of optimization and machine learn-
ing to ensure ethical and socially conscious design of large
scale deployments. Projects include creating new theoret-
ical foundations for ethics in practice (Gupta, Moondra,
and Singh 2023), including fairness into supply chains
and energy networks (Hettle, Gupta, and Molzahn 2021),
technological progress for high-impact policy changes
(Gillani et al. 2023), and the incorporation of IEEE Well-
being Metrics into the design and deployment of AI and
optimization research.

WORKFORCE DEVELOPMENT

The education and workforce development initiatives of
AI4OPT are presented in detail by Pierre et al. (2022) and are
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only briefly mentioned here. Perhaps the most distinctive
feature of these programs is the “teaching the teachers” phi-
losophy that permeates the initiatives. AI4OPT is reaching
middle and high school students through the Seth Bonder
summer camps that are delivered, not only to students, but
also to high school teachers. The camps are organized at
Georgia Tech, at UC Berkeley, and online (in collaboration
with Kids Teach Tech), and attract a diverse range of par-
ticipants, with a large proportion of minority students and
young women. Students who successfully complete the
camp are invited to become mentors in the following year.
The AI4OPT Faculty Training Program (FTP) provides

faculty members from HBCUs and MSIs with courses in
AI, data science, and course design to create minors and
majors in AI at their own institutions. This 3-year program
includes a yearly 3–4-week visit to Georgia Tech and on-
line courses throughout the year. The program started in
June 2022, and multiple FTP participants are already cre-
ating minors and majors, and are working with AI4OPT to
expand their AI offerings.

AI4OPT AS A NEXUS

AI4OPT acts as a nexus for AI and optimization with
applications in supply chains, energy systems, manufac-
turing, and sustainability. The institute nexus is organized
around its research and educational programs, its IPP,
its national and international collaborations, and its out-
reach activities. In outreach, AI4OPT is pursuing additional
partnerships, for example, with Jackson State University
in Mississipi and Huston-Tillotson University in Austin,
Texas. The IPP continues to grow and covers the en-
tire spectrum of activities in end-to-end supply chains
and the planning and operations of electrical power sys-
tems. AI4OPT features novel longitudinal internships that
are piloted by the Institute at Georgia Tech, and strong
collaborations with DOE national laboratories, Indepen-
dent Systems Operators (ISO), and peer international
institutions. A particularly exciting development is the
collaboration with the AI Institute ICICLE around decen-
tralized collaborative multimodal food supply chains with
a focus on tribal communities.

CONCLUSION

This article presented AI4OPT, an NSF AI Institute car-
rying out foundational research on the fusion of AI and
optimization. The methodology research emerging from
AI4OPT is inspired by fundamental societal challenges in
supply chains, energy systems, chip design and manu-
facturing, and sustainable food systems. The institute is

demonstrating that this fusion can deliver tools for these
applications that are orders of magnitude faster and that
can be used in real time, using the concept of optimiza-
tion proxies. AI4OPT expects this fusion to expand in scope,
both inmethodology and application domains. In addition,
the Institute will continue building its longitudinal path-
ways for democratizing AI education in high schools and
minority serving institutions.
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Abstract
The mission of the AI Institute in Dynamic Systems is to develop the next gener-
ation of advanced machine learning (ML) and AI tools for controlling complex
physical systems by discovering physically interpretable and physics-constrained
data-driven models through optimal sensor selection and placement. The
research effort is anchored by a common task framework (CTF) that evaluates
the performance of ML algorithms, architectures, and optimization schemes for
the diverse tasks required in engineering applications. The aim is to push beyond
the boundaries of modern techniques by closing the loop between data collec-
tion, control, andmodeling, creating a unique and cross-disciplinary architecture
for learning physically interpretable and physics constrained models of complex
dynamic systems from time series data. The CTF further supports sustainable
and open-source challenge datasets, which are foundational for developing inter-
pretable, ethical, and inclusive tools to solve problems fundamental to human
safety, society, and the environment.

The emergence of machine learning (ML) and AI algo-
rithms is transforming every scientific and engineering
discipline. The widespread adoption of ML/AI algorithms
represents the second computational revolution. As in
the early 1990s, the widespread availability of computers
allowed for significant advancements in science and engi-
neering by allowing for numerical proxies for modeling
physical systems. Similarly,ML/AI is allowing for themod-
eling and control of physical systems directly from the
quantity and quality of data acquired from emerging sen-
sor technologies. The goal of the AI Institute in Dynamic
Systems is to develop the next generation of advanced ML

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any medium,
provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made.
© 2024 The Authors. Association for the Advancement of Artificial Intelligence.

tools for controlling complex physical systems by discover-
ing physically interpretable and physics-constrained data-
drivenmodels through optimal sensor selection and place-
ment. The work is anchored by a common task framework
(CTF), which is a suite of challenge data sets with a diverse
set of objectives relevant to engineering design and con-
trol. Thus the institute evaluates the performance of ML
algorithms and allows us to push beyond the boundaries
of modern techniques by closing the loop between data
collection, control, and modeling, thus creating a unique
and cross-disciplinary architecture for learning physically
interpretable and physics constrained models of complex
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dynamic systems from time series data. The CTF further
supports sustainable and open-source challenge datasets,
which are foundational for developing interpretable, ethi-
cal, and inclusive tools to solve problems fundamental to
human safety, society, and the environment.
As such, the AI Institute develops the fundamen-

tal mathematical and computational tools required to
empower AI for real-time sensing (Manohar et al. 2018),
learning (Chen et al. 2022; Fasel et al. 2022), decision mak-
ing (Hu et al. 2023), and prediction capabilities that lead
the way towards safe, reliable, efficient, explainable, and
ethical data-enabled engineering and science systems. The
institute is organized around three key thrusts that are
used in synergistic partnership for solving today’s grand-
challenge problems. Thrust 1 is centered around sensing
and data-acquisition, which is required of all AI agents
engineered to perform in real-world applications. This
thrust also builds fundamental optimization tools, which
underpin all ML and AI learning algorithms (Manohar
et al. 2018). Thrust 1 enables Thrust 2, which aims to
build a diversity of dynamic models directly from sensor
data (Chen et al. 2022; Fasel et al. 2022; Gao and Kutz
2022). With the development of dynamic models, data-
driven control protocols are developed in Thrust 3 (Hu
et al. 2023). The understanding ofmodels and controls then
re-integrates with sensing where better sensing strategies
can be constructed with knowledge from Thrusts 2 and
3. This creates a virtuous cycle of data-driven integration
strategies for broad application across science and engi-
neering. Critically, all thrusts integrate around the CTF,
which allow the institute to test, evaluate, and compare
diverse algorithms for executing Thrusts 1–3 in application
areas, which are relevant to the science and engineer-
ing community. The centrality of the CTF to the institute
allows the broader community access to data, algorithms,
and innovations. As such, it creates a nexus point for
scientific activity.
Based at the University of Washington in Seattle, the AI

Institute team is geographically centered across the greater
Pacific Northwest region, while maintaining key connec-
tions to east coast technology hubs. This includes in the
Northwest the University of Nevada Reno, the Univer-
sity of Hawaii Manoa, Montana State University, Portland
State University, the University of Alaska, and Boise State
University. In addition, we are partnered with Harvard
University and Columbia University. The geographic con-
nections help facilitate active collaboration among team
members through a shared sense of purpose,while remain-
ing connected to other hubs. A long term goal for the
institute is to serve as a nexus point for facilitating the rapid
transfer of intellectual ideas and cutting edge educational
opportunities in AI for dynamic systems from established
technology hubs.

More broadly, the institute is developing the three crit-
ical efforts necessary for driving forward AI for dynamic
systems: (i) the mathematical foundations of AI, (ii) grand
challenge applications for AI, and (iii) a transformational
educational and workforce development infrastructure
for AI Engineering. Physics-informed ML is emerging as
a leading paradigm for bringing together AI and engi-
neering dynamic systems, providing new capabilities in
real-time sensing, learning, decision making, and predic-
tions that are safe, reliable, efficient, ethical, and imbued
with uncertainty quantification (UQ). The AI Institute
team is developing a general and flexible ML framework
to rapidly learn new physics, enforce known physical
constraints, and discover them directly. Methods are con-
tinuously evaluated through demonstrations of real-world
grand challenge applications, so that themethods are phys-
ically motivated and catalyze advances across multiple
applied domains. To facilitate reproducibility and robust-
ness across disciplines, the institute has developed the CTF
that leverages SageBionetworks, a nonprofit company ded-
icated to hosting challenge data sets, for evaluating ML/AI
algorithms on challenge data sets in physics and engi-
neering, thus providing a broad service to the engineering
ML community. All methods and datasets are made avail-
able to the public through activelymaintained open source
software packages.
Research: The foundations of physics-informedML are

rooted in four key disciplines: (i) control theory, (ii) prob-
ability and statistics, (iii) optimization, and (iv) dynamical
systems (modeling). The integration of all four of these dis-
ciplines is critical for the development of ML algorithms
that can be leveraged by engineered systems, as illustrated
in the integration of methods in Figure 1. Establishing rig-
orousmathematical connections between these disciplines
is a driving inspiration for the institute efforts in refram-
ing the foundations of ML for the engineering sciences.
A key step in moving the field forward is to address the
current lack of educational infrastructure around train-
ing, which integrates these four core background areas,
especially as they are applied to pressing challenges in
engineering dynamic systems. The institute trains stu-
dents and postdocs to have deep expertise in both the
core mathematical architectures as well as domain appli-
cations through the development of new open-source and
multimodal undergraduate and graduate curricula.
Given the institute objectives, efforts are organized

around three key thrusts that are used in synergistic part-
nership. Figure 2 shows how each thrust is critical for all
other thrusts. Thrust 1 is built around sensing and data-
acquisition, which is required of all AI agents engineered
to perform in real-world applications. This thrust also
builds fundamental optimization tools, which underpin all
ML and AI learning algorithms. Thrust 1 enables Thrust 2,
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F IGURE 1 Overview of methodological innovations proposed for physics-informed machine learning for dynamic systems by the AI
Institute in Dynamic Systems.

F IGURE 2 Integration and partnering of thrusts. Each thrust is integral and critical to each other thrust in the overall sending,
modeling, control paradigm for AI integration.

which aims to build a diversity of dynamic models directly
from sensor data. With the development of dynamic mod-
els, data-driven control protocols are developed in Thrust
3. The understanding of models and controls then re-
integrates with sensing where better sensing strategies
can be constructed with knowledge from Thrusts 2 and
3. This creates a virtuous cycle of data-driven integration
strategies for broad application across science and engi-
neering. Critically, all thrusts integrate around the CTF,
which allow us to test, evaluate, and compare diverse algo-
rithms for executing Thrusts 1–3 in application areaswhich
are relevant to the science and engineering community.

Thrust 1: AI for sensing and optimization: Much
of the power of modern AI derives from our ability
to fit highly expressive models to large sets of high-
dimensional data, by numerical optimization. Physics
and dynamics-informed AI poses additional challenges
beyond the standard issues of scale and dimensionality: the
goal is to identify accurate physical models that support
downstream control and decision making with guaran-
teed performance. This goes well beyond the standard
demands of ML/AI, where the optimization goal is often
just to accurately label a given training set. Physical data
are structured: individual signals are often sparse in an
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appropriate basis, batches of signals are often low-rank,
while data generated by systems with a few important
underlying degrees of freedom typically concentrate near
low-dimensional manifolds (Champion et al. 2019; Chen
et al. 2022). From a computational perspective, correctly
inferring these low-dimensional models in noisy, incom-
plete, or otherwise unreliable data typically requires us to
solve a high-dimensional nonconvex optimization prob-
lem, to global optimality. This requires new perspectives
and computational schemes to address the emerging chal-
lenges posed for optimization in the context of complex
dynamical systems. Thus, the institute has leveraged the
structure of dynamic data to design guaranteed opti-
mization and sensing strategies for safe, efficient, robust
real-time decision making (Hu et al. 2023; Manohar et al.
2018).
Thrust 2: AI for physics-informedmodels: A signifi-

cant strength of the institute team is in learning physically
interpretable models of dynamical systems from off-line
and/or on-line streaming data (Baddoo et al. 2023; Brun-
ton, Proctor, and Kutz 2016; Champion et al. 2019; Chen
et al. 2022; Gao and Kutz 2022; Schmidt and Lipson 2009).
Physics informed learning is of growing importance for sci-
entific and engineering problems. Physics-informed sim-
ply refers to the ability to constrain the learning process by
physical and/or engineering principles. For instance, con-
servation of mass, momentum, or energy can be imposed
in the learning process. In the parlance ofML, the imposed
constraints are referred to as regularizers. Thus, physics
informed learning focuses on adding regularization to
the learning process to impose or enforce physical priors.
Known physics (e.g., invariances, symmetries, conserva-
tion laws, constraints, etc.) may be incorporated at various
stages of the learning process. For example, rotational
invariance is often incorporated by augmenting the train-
ing datawith rotated copies, and translational invariance is
often captured using convolutional neural network archi-
tectures. In kernel-based techniques, such as Gaussian
process regression and support vector machines, sym-
metries can be imposed by means of rotation-invariant,
translation-invariant, and symmetric covariance kernels.
Additional physics and prior knowledge may be incor-
porated as additional loss functions or constraints in the
optimization problem. Thus, the institute leverages data
and AI to automatically discover the underlying mecha-
nisms and mathematical representations that best explain
observations across a variety of evolving/changing natu-
ral systems. These mathematical formulations are being
used to gain insights, make predictions, and discover gov-
erning equations and coordinate systems in a variety of
application areas already (Baddoo et al. 2023; Champion
et al. 2019; Chen et al. 2022; Fasel et al. 2022; Gao and Kutz
2022).

Thrust 3: AI for data-driven control: The remarkable
successes of ML can be also leveraged towards the control
of modern complex dynamical systems. Reinforcement
learning (RL) is a class of ML that addresses the problem
of learning to control physical systems by explicitly con-
sidering their inherent dynamical structure and feedback
loop. To date, the successes of RL have been limited to very
structured or simulated environments, and its successes
in real-world systems are few. RL has significant chal-
lenges involving: (i) Scalability: How to develop scalable
RL methods for large-size network multiagent (MARL)
dynamical systems? (ii) Robustness: How to maintain the
performance (efficiency and safety) of the learned policies
even when there is a model class mismatch? (iii) Safety:
How to guarantee RL maintains stability and stays in the
safe constraint while still learning efficiently? The institute
is leading the developing of critically enabling mathemat-
ical and computational architectures to overcome these
challenges which are present in a diverse number of appli-
cations involving complex dynamical systems. Thus, the
institute is innovating algorithms for real-time control
of dynamic systems for their safe, reliable, and efficient
operation leveraging principles from model-based and
model-free control, optimization, and learning methods
developed across all the three thrusts of modeling, control,
and sensing/optimization. Institute partners are already
establishing the theoretical foundations of policy opti-
mization for learning control policies, thus revolutionizing
how modern RL control can be embedded in engineering
systems (Hu et al. 2023).
Education in AI: The institute has a significant and

focused effort on open-source educational courses and
algorithms in AI for science and engineering, including
the development of open source packages for engineering
AI applications (de Silva et al. 2021; Kaptanoglu et al. 2022;
Pan et al. 2023; Van Breugel et al. 2022). This serves as the
foundation for nurturing and developing the next gener-
ation of talent in the sciences. Through these initiatives,
we aim to support the growth and learning of individuals
interested in this field, ensuring a continuous pipeline of
skilled professionals, and advance innovations broadly
in academia and industry. To efficiently disseminate the
knowledge and tools that the institute is developing, the
institute will provide the mathematical and software foun-
dations necessary for diverse students to contribute to new
AI for dynamic systems research. The CTF helps promote
an active and broad engagement, with code and data
openly available to student, postdocs, and professionals in
the field overall.More broadly, to reach a broad and diverse
community, our education plan integrates active learning
classroom experiences with state-of-the-art online lec-
tures, bootcamps, and workshops to teach students from
K-12 through graduate school both fundamentals and
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practical skills. All members of the institute are involved
with the educational and workforce development efforts,
providing educational materials that leverage each AI
Institute members strengths. This institute effort enriches
the broader community along with providing the best and
most complete open-source educational materials in the
engineering and physical sciences for graduate students,
undergraduate students, and postdocs alike. Indeed,
the overarching goal of the institute is to design and
implement a comprehensive education and training plan
that integrates ML and artificial intelligence seamlessly
into undergraduate and graduate engineering curriculum.
This involves identifying existing and desired skills and
objectives and developing modular curriculum content
to include in existing and new courses. This content is
actively deployed within the institute and made available
more broadly for other institutions and industry partners.
In addition to academic research efforts and partner-

ships, the institute is committed to building bridges to
industry and national laboratories whose futures depend
on the successful integration of ML/AI algorithms in the
design, execution, and control of their emerging technolo-
gies. The institute has a large number of existing partner-
ships with traditional engineering companies to modern
tech companies, balancing engineering design with state-
of-the-art ML. Partnerships also exist with national lab-
oratories who have developed significant efforts around
physics-informed ML with applications to national inter-
est.
Summary: From autonomy to turbulence, the design

of computational algorithms capable of reliably control-
ling today’s modern, high-dimensional complex systems
remain a grand challenge scientific endeavor. Such systems
are characterized by the manifestation of physical phe-
nomena that can spanmultiple spatial and temporal scales
and involve coupling between multiple types of physics,
which are often unknown and unmeasured. Indeed, our
current mathematical approaches to actuate such sys-
tems are insufficient to establish reliable and assured
control paradigms. Emerging ML and artificial intelli-
gence (AI) methods are transforming many technological
landscapes due to their ability to flexibly and adaptively
integratemeasurement data into themodeling framework.
In regards to engineered dynamic systems, ML and AI
strategies are now being engineered by the AI Institute
in Dynamic Systems to form the fundamental underpin-
nings of physics-informed ML strategies, which account
for the constraints imposed by the underlying physics of
the system, while providing greater flexibility to repre-
sent more complex physical phenomena. The institute’s
development of physics-informed ML holds tremendous
promise for a new modeling paradigm to control modern
dynamic systems. This integration also is offering trans-

formative impact in education and training by bridging
the gap between traditional engineering disciplines and
modern ML methods.
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Abstract
Optimization is a universal quest, reflecting the basic human need to do bet-
ter. Improved optimizations of energy-efficiency, safety, robustness, and other
criteria in engineered systems would bring incalculable societal benefits. But,
fundamental challenges of scale and complexity keep many such real-world
optimization needs beyond reach. This article describes The Institute for
Learning-enabled Optimization at Scale (TILOS), an NSF AI Research Institute
for Advances in Optimization that aims to overcome these challenges in three
high-stakes use domains: chip design, communication networks, and contex-
tual robotics. TILOS integrates foundational research, translation, education,
and broader impacts toward a new nexus of optimization, AI, and data-driven
learning. We summarize central challenges, early progress, and futures for the
institute.

INTRODUCTION

TILOS, The Institute for Learning-enabled Optimization
at Scale, is an NSF AI Institute partially supported by
Intel Corporation. The institute is a partnership of six
universities: UC San Diego (lead), theMassachusetts Insti-
tute of Technology, National University, the University
of Pennsylvania, the University of Texas at Austin, and
Yale University. It began operations in November 2021,
with a mission to “make impossible optimizations pos-
sible, at scale and in practice”. TILOS aims to discover
a new integration of AI, optimization, and the leading
edge of practice for three high-stakes use domains: chip
design, communication networks, and contextual robotics.

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any medium,
provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made.
© 2024 The Authors. AI Magazine published by John Wiley & Sons Ltd on behalf of Association for the Advancement of Artificial Intelligence.

These domains collectively underpin future innovations of
information and communication technology, along with
cyberphysical systems. Advancements in these domains
critically hinge on better optimization: all these areas
involve complex engineered systems with many pieces
that need to be optimized individually and also holisti-
cally. For example, how can more circuits fit in a smaller
region on the chip while using less energy? With the
scale and complexity of these systems skyrocketing in the
modern era, the real-world optimization needs have sur-
passed the reach of traditional methods. TILOS aims to
use the power of AI to significantly accelerate optimization
in these three use domains. At the same time, optimiza-
tion is a key component of many AI frameworks: the
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F IGURE 1 Toward integration of AI/ML and optimization: four virtuous cycles in The Institute for Learning-enabled Optimization at
Scale (TILOS).

training of a deep learning neural network fundamentally
involves optimizing a highly non-convex system. Hence,
TILOS will develop innovations that can fuse AI and opti-
mization, propelling their symbiotic advancement in both
foundations and applications.
The approach proposed by TILOS is reflected in Figure 1,

which shows four virtuous cycles in the institute. First,
mutual advances of AI and optimization provide our foun-
dations. Second, the challenges of scale in practical opti-
mization contexts, alongside the scaling breakthroughs
achieved by new AI/ML and optimization methods, bind
together foundations and the use domains of chip design,
networks, and robotics. Third, the cycle of translation and
impact must steadily bring research and the leading edge
of practice closer together. Fourth, a cycle of research, edu-
cation, and broadening participation must be established
in order to grow a new AI-optimization-use nexus and its
workforce. This is an ambitious agenda for just under 30
faculty, with a similar number of Ph.D. students and post-
doctoral scholars. Thus, as TI-LOS members create these
virtuous cycles, an added mindset is required:How can we
amplify our efforts, and optimize our impacts? This mindset

shapes many basic processes, from collaboration mecha-
nisms to curriculum creation for workforce development,
to culture change (reproducibility, benchmarking, data-
sharing, etc.) across entire research communities.

FUNDAMENTAL RESEARCH

Fundamental research in TILOS is balanced across the
foundations of AI/ML and optimization, and the three use
domains.

New foundations of learning and
optimization

New, “modern” vistas for foundational research in opti-
mization have opened up in the past decade, with the
confluence of areas, emerging computational resources,
and consequences of automation. The TILOS Foundations
team, with 12 faculty from four institutions, focuses
on five core research thrusts at the interface of AI and
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optimization: (1) bridging continuous and discrete
optimization; (2) parallel, distributed and federated opti-
mization; (3) optimization on manifolds; (4) dynamic
decision-making in uncertain environments; and (5)
nonconvex optimization in deep learning. These thrusts
are respectively motivated by five aspects of the modern
context for optimization, as exemplified by our three
core use-domains: (1) continuous models and methods
are being deployed for inherently discrete problems; (2)
distributed and federated models of data storage and
algorithms are replacing centralized ones; (3) spaces
with richer geometric structures than Euclidean (e.g.,
the configuration space of an articulated robot can be
better modeled by a manifold) are increasingly used; (4)
optimization must increasingly be performed in unknown
and dynamic environments; and (5) nonconvex models
andmethods are required to explain and approachmodern
machine learning.

Interplay at the interface of foundations
and use

The use domains of chip design, networks, and robotics
bring diverse optimization challenges but inspire shared
solutions with commonalities such as physical embedded-
ness, hierarchical-system context, underlying graphical
models, safety, and robustness as first-class concerns, and
the bridging of human-guided and autonomous systems.
Moreover, practical optimizations in each of these domains
bring further, common challenges: (1) instances have enor-
mous scale; (2) representations and abstractions are crucial
to success; (3) objectives are hazy, particularly with multi-
stage optimizations and dynamic settings; (4) optimization
tools must provide reliability and generalization; and (5)
scaling of productivity increasingly demands new ways to
learn and optimize using modern compute fabrics.
Addressing the above challenges requires us to identify

the right representations, develop the machine learning
methods suitable for those representations, and leverage
the interplay between learning and optimization. Indeed,
representations should incorporate domain knowledge,
structure in data (e.g., low-dimensional, non-Euclidean),
as well as the mathematical structures behind the prob-
lems at hand. The right models and representations are
fundamental to optimization performance and general-
ization. As optimization is a fundamental component of
modern machine learning, while conversely learning can
help solve difficult optimization problems, we need to bet-
ter understand and leverage this close interplay, form new
connections and interactions, and co-evolve both.
For example, TILOS teammembers’ investigations have

advanced fundamental understanding of the capacity of

graph neural networks (GNNs) in terms of representa-
tion learning and optimization (Jegelka, 2022). Exam-
ples of these advances include articulating the precise
classes of functions that can be represented by GNNs,
studying robustness via suitable graph distances, under-
standing how to better capture long-range interactions in
large, sparse (hyper)graphs (critical for netlists in chip
design), and developing new sign- and basis-invariant
GNNs (which are crucial given the importance of mean-
ingful position encoding in graph learning). TILOS team
members are further developing more effective graph
learning and optimization models for, for example, chip
design applications (Kahng et al., 2024; Luo et al., 2024).
TILOS researchers have made fundamental progress

on non-Euclidean optimization and sampling from Rie-
mannian manifolds, providing a key step toward build-
ing the theory of computational complexity of solving
stochastic differential equations onmanifolds. Other high-
lights include a new framework for continuous neural set
extensions to facilitate learning/optimizationwith discrete
functions, progress on first-order methods for min–max
optimization, and understanding of optimization dynam-
ics of neural networks and the convergence of stochastic
gradient descent. These are just a very small sample of
examples: references of the aforementioned results, and
many other research outcomes from TILOS can be found
at (TILOS).

Use-domain challenges

Fourteen faculty are engaged in TILOS use-domain
research: six in robotics and five each in networks and
chips, with two faculty jointly pursuing both networks and
chips research. There is no shortage of unsolved prob-
lems and challenges; indeed, the institute’s 5-year strategic
plan includes nearly 60 distinct projects across 35 research
topics.
Robotics exemplifies how AI and optimization connect

to the physical world. TILOS robotics researchers pursue
optimization and AI-based methodologies for manufac-
turing autonomous, adaptive, heterogeneous teams of
sensors, robots, and intelligent machines that can work
with humans. Key challenges include concurrency, online
processing, and minimizing the need for labeled data.
This gives rise to three major research thrusts: (1) metric,
semantic, and dynamic artificial perception in a physical
world; (2) hierarchical semantic mapping at the edge; and
(3) multi-robot perception, planning, and communication.
Current research outcomes of the institute (see e.g., publi-
cations at [TILOS]) show ties to optimization foundations
(e.g., solving continuous and discrete optimization prob-
lems at scale to facilitate perception, mapping, planning,
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communication, and reconfiguration), networks
(autonomous networking provides the backbone for per-
ception, control, and learning in teams), and chips (hard-
ware design to support computation, communication, and
sensing on SWaP-constrained autonomous robots).
As an example, a new collaboration has been formed

between the Robotics and Foundations teams on the topic
of learning dynamics from trajectory data that respect the
underlying structure and physical laws of dynamical sys-
tems. In particular, mobile and articulated robots often
have Lie groups (viewed as a manifold) as configuration
spaces. It is therefore highly desirable to formulate learn-
ing and control of robot dynamics that evolve on Lie
groups. In a joint effort across the Robotics and Foun-
dations teams, TILOS members develop a new structure-
preserving deep learning architecture that can learn
controlled Lagrangian or Hamiltonian dynamics on Lie
groups, either from position-velocity or position-only data
(Duruisseaux et al., 2023). They are further developing safe
control synthesis methods with provable safety guarantees
for problems with uncertain dynamics and constraints.
Communication networks also depend on AI and opti-

mization, for example, for distributed optimization of a
large number of discrete and continuous variables over
nonconvex geometric structures induced by interference.
A core challenge is to manage at scale radio resources
acrossmany devices distributed in space, with comprehen-
sion of the physics of signal propagation and information-
theoretic limits. This gives rise to three major research
thrusts: (1) multi-scale network optimization; (2) auto-
mated network fine-tuning; and (3) integration of human
experts and physics. Current research outcomes of the
institute (see e.g., publications at [TILOS]) highlight the
ties to modern optimization foundations (e.g., sequential
sampling, federated, and deep learning methods), as well
as commonalities with other use domains (e.g., physical
embeddedness, underlying graphical models) that enable
cross-disciplinary bridges.
One particular work exemplifying the collaboration

between the Networks and Foundations teams is the
deployment of federated learning in a common three-tier
IoT network architecture (Yu et al., 2023). Federated
learning of multi-agent systems has been used here in an
asynchronous setting with varying network delays, and
shown to be effective with highly heterogeneous datasets.
TILOS researchers also show their method to be highly
resilient to system heterogeneity and dropouts (Vardhan,
Ghosh, & Mazumdar, 2023; Yu et al., 2023).
Chip design brings challenges that include hierarchical-

system context, extreme cost, and sensitivity of training
data, “multi-everything” (physics, objectives) constrained
optimization, and pervasive security aspects. Given its
decades-long history as a driver of applied optimization

and automation, chip design also highlights augmenting
rather than rediscovering domain expertise, by encod-
ing expert knowledge and intuition to serve optimization
and decision-making agents. This gives rise to four major
research thrusts: (1) direct generation of layout from cir-
cuit descriptions; (2) breakthrough scaling of verification
methods; (3) quantifying the intrinsic cost of robustness
in optimization and learning, with respect to aspects such
as data anonymity, data integrity, and privacy in federated
and distributed settings; and (4) data, benchmarking, and
road mapping to improve reproducibility and relevance of
research, along with translation into real-world contexts
(Kahng, 2022). Research outcomes of the institute include
several multi-organizational collaborative efforts seen in
the TILOS organizational GitHub (TILOS Organization
GitHub), ranging from new machine learning contests to
open research enablements to breakthrough results for the
classic hypergraph partitioning optimization problem.

EDUCATION ANDWORKFORCE
DEVELOPMENT

New pathways to lifelong learning for diverse students,
along with development of shareable and scalable cur-
ricula, are overarching objectives of TILOS efforts in
Education and Workforce Development. The six TILOS
institutions have a shared goal of (1) making education
in optimization, AI, computing, robotics, networking, and
chip design more accessible to a diverse group of students;
and (2) providing opportunities for those already in the
workforce to keep current with the latest developments.
These aims are well-aligned to national needs, such as the
revival of U.S. semiconductor technology leadership and
a diverse domestic workforce, per the 2022 CHIPS and
Science Act (CHIPS for America; CHIPS & Science Act,
H.R.4346).
TILOS institute members work closely with corporate

partners to understand the latter’s workforce training
needs. This guides creation of new curriculum modules,
courses, and programs for university education (both in-
person and online, undergraduate and graduate) as well as
professional certificates, tutorials, short courses, and sum-
mer camps. San Diego-based National University (NU) is a
key driver and motivating force for these efforts in TILOS.
NU is a 53-year-old, non-profit university that educates a
diverse group of students from across the U.S. with over
230,000 alumni and approximately 29,000 active students.
NU student demographics include 60% female, 38% male,
14% active-duty military, 14% veteran, and an average age
of 33 years. NU is also a Hispanic Serving Institution and
a member of the Hispanic Association of Colleges and
Universities.
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F IGURE 2 Five courses, comprising 20 modules, in the new AI/Optimization specialization of the M.S. Data Science degree program at
National University.

A highlight of the past 2 years has been the develop-
ment, teaching, and assessment of 20 new curriculum
modules for a new five-course AI/Optimization special-
ization in NU’s M.S. Data Science degree program (see
Figure 2). Enrollment in the specialization has increased
from 10 students in the calendar year 2022 to 21 students
in Q1 2023 to 32 students in Q2 2023, with 56% of enrolled
students beingmilitary-affiliated (veteran, retiredmilitary,
active duty, and active reserve). More recently, a deep
collaboration with Intel has enabled National University
to integrate several of Intel’s “AI for Workforce Develop-
ment” curriculum modules into newly developed courses
in the brand new B.S. Data Science degree at NU, with
concentrations in AI/ML, cybersecurity analytics, and
bioinformatics.

KNOWLEDGE TRANSFER

Recall from Figure 1 that translation at the interface
between industry and academia is the third virtuous cycle
of TILOS. TILOS has built strong ties with various indus-
tries, facilitated by events such as TILOS Industry Day.
In an idealized life cycle of translation, real-world prac-
titioners supply problems and data, researchers bridge
foundations and use domains to discover new methods,
and these results go back into the real world. Unfor-
tunately, today this picture is complicated by various
technical and cultural obstacles. In addition to the many
fruitful interactions TILOS has with our industry partners,
TILOS also aims to helpmitigate, if not remove, such obsta-
cles. Four examples of obstacles to knowledge transfer and
translation, along with potential mitigations from TILOS,
are as follows.

(1) Relevant (real) datasets may be proprietary and shared
(if at all) only with very few researchers. TILOS
research seeks new democratizations: Can we develop
a science of “data virtual reality”, enabling the genera-
tion of shareable, proxy research data that is artificial
but indistinguishable from real from the perspective of
optimization methods and real-world practitioners? A
complementary need is to develop trusted tests for, for
example, identity leakage.

(2) Real data may be extremely scarce and expensive, for
example, a single execution of the chip design flow
may take several weeks, using tool licenses that cost
millions of dollars. The research need is to learn to
optimize with less real data, and to improve the reli-
ability of methods for data augmentation and transfer
learning.

(3) Research may be inherently irreproducible. (i) Some
fields have not yet gone through the stages of intro-
spection (Hutson, 2018) and subsequent adoption
of “papers with code” as a cultural norm. Here,
TILOS directly aims to change long-standing cultures.
A recent TILOS effort (Cheng et al., 2023; TILOS
MacroPlacement GitHub) provides new open-source
(code, data) research enablement, toward transpar-
ent assessment of a deep learning method for chip
placement. (ii) Irreproducibility may also be due to
proprietary tool scripting languages, or report and log-
file formats, which cannot be published. Here, TILOS
efforts elicited policy changes from major electronic
design automation (EDA) tool vendors during the
second half of 2022 (Junkin, 2022).

(4) Benchmarking can be forbidden by suppliers of opti-
mization software tools. At the same time, progress of
optimization methods requires a clearly illuminated
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leading edge, as even very well-studied optimiza-
tions may be far from well-solved. (For example,
the state of the art for the classic hypergraph min-
cut partitioning optimization remained static for a
quarter-century, until results last year in Bustany et al.
(2022)). The resulting challenge for both research
and culture change is to develop new principles
and mechanisms that provide a foundation for fair
benchmarking.

Through the mitigation of the above obstacles, ongoing
research, and efforts to change community culture, TILOS
aims to scale people in addition to optimization in practice,
by pioneering new democratizations, new cultural and sci-
entific or technical norms, and principled bases for looking
forward and investing resources.

CONCLUSION

Our world is at the brink of an era where AI becomes an
integral part of our daily lives, enhancing our capabilities
and shaping a brighter future for humanity. Modern chal-
lenges for optimization include helping existing systems
to learn from data and adapt to changing circumstances,
so as to achieve improved accuracy, speed, and efficiency.
In their collective pursuit of optimization in and via AI,
TILOS researchers aim to advance foundational math-
ematics and domain sciences, fueling innovation and
enabling us to unlock the full potential of AI technologies.
We invite readers to learn more at the institute website,
tilos.ai.
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Abstract
The Institute for Student-AI Teaming (iSAT) addresses the foundational ques-
tion: how to promote deep conceptual learning via rich socio-collaborative learning
experiences for all students?—a question that is ripe for AI-based facilitation and
has the potential to transform classrooms. We advance research in speech, com-
puter vision, human-agent teaming, computer-supported collaborative learning,
expansive co-design, and the science of broadening participation to design and
study next generation AI technologies (called AI Partners) embedded in stu-
dent collaborative learning teams in coordination with teachers. Our institute
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ascribes to theoretical perspectives that aim to create a normative environment
of widespread engagement through responsible design of technology, curricu-
lum, and pedagogy in partnership with K–12 educators, racially diverse students,
parents, and other community members.

INTRODUCTION

What should the classroom of the future look
like? And what is the role of AI in these class-
rooms of the future?

Research on how people learn has converged toward a
perspective of learning as fundamentally interactive, col-
laborative, and supported by tasks that are authentic to
students’ identities and interests (NASEM, 2018). Research
has also documented the conditions that promote inclusive
learning and honor diversity (Langer-Osuna, 2017). This
rich body of research has profoundly influenced national
standards in math, science, and educational reform efforts
aimed at developing skills for the 21st century workforce
(Fiore, Graesser, & Greiff, 2018).
Yet, the dominant approach to incorporating artificial

intelligence in education (i.e., AIED) has primarily focused
on an entirely different vision where students individu-
ally interact with technology that “optimizes” learning
(Grandbastien et al., 2016). This 50+ year-old vision
has been implemented via traditional adaptive computer-
based learning, intelligent tutoring systems, recommender
systems, and more recently, in teacher dashboards. Gener-
ative AI, including large language models like Chat-GPT,
GPT-4, and Bard, are very attractive to this vision because
they can potentially address several persistent problems
including authoring content, assessment of open-ended
responses, question answering, and adaptive coaching
(D’Mello & Graesser, in press). However, doing so risks
reinforcing a 20th century vision of learning centered
around individual optimization (i.e., helping individual
students achievemastery in narrowdomains) rather than a
21st century vision focused on collaborative flourishing (co-
constructing knowledge using disciplinary practices and
21st century skills across domains).
Accordingly, the Institute for Student-AI Teaming

(iSAT) aims to reframe the role of AI in education, expand-
ing from a current emphasis on intelligent tools supporting
personalized learning through unimodal, individualized,
unidimensional, instruction toward a future where AI is
viewed as a social, collaborative AI Partner (Figure 1) that
collaborates with students and teachers to make learn-
ing more effective, engaging, and equitable. Given the

importance of maintaining U.S. leadership in AI, and the
excitement and concerns ushered forth by generative AI,
we have selected AI-education as the focal domain for our
research; our AI-enhanced curricula support diverse stu-
dents to learn about, create, and critique AI technologies,
and to think critically about the role of AI in society.

OUR VISION: AI PARTNERS HELPING
TEACHERS ORCHESTRATE
CLASSROOMS FOR COLLABORATIVE
LEARNING

In our envisioned future, classrooms have been trans-
formed into knowledge-building communities, where
student-AI teams engage in inquiry, critical thinking, and
collaborative problem-solving as they investigate a scien-
tific phenomenon, solve real-world problems, or develop
solutions to a design challenge. Distinguishing character-
istics of these communities are the ways in which teachers,
students, and AI Partners systematically construct conver-
sations that probe deep and sustained reasoning, enable
all students to share and build on each other’s ideas, and
collaboratively solve challenging problems. In some cases,
the AI Partner intelligently participates in conversations
among small groups of students, facilitating their sense
making and supporting them when they might get stuck.
Other times, the students are teaching the AI Partner or
are engaging it in peer learning. In all cases, the AI Part-
ner communicates naturally by understanding students’
speech, facial expressions, eye gaze, and gestures. Its algo-
rithms extract meaningful information from these signals
in real-world classrooms, while avoiding the pitfalls of bias
and inequity. And it is socially sensitive so that students
do not feel like they are being surveilled or monitored, but
instead have a trusting relationship with the AI Partner.
In these future classrooms, AI Partners have not

replaced the teacher. Rather, the AI Partners have been
co-designed with educators (and students) to complement
and augment the teachers to do what they are best at—the
care and nurture of their students. Thus, AI helps teachers
orchestrate effective learning experiences at the individ-
ual, small group, and whole class levels. For example, it
extracts insightful nuggets from student small group con-
versations, such as moments when students are pushing
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F IGURE 1 An AI Partner (disembodied voice on left, embodied virtual agent in middle, robot on the right) collaborates with student
teams and helps teachers orchestrate collaborative learning in classrooms.

each others’ thinking and provides these to the teacher to
facilitate whole-class discussions.
As a result of scaling these student-AI teams across

a large number of classrooms in the future, there has
been deeper student engagement and persistence in
STEM, more inclusive classroom cultures, and significant
increases in student learning outcomes, practices, and 21st
century skills of collaboration and critical thinking.

WHY, WHO, & SOWHAT?

Rationale

The rationale for our Institute is five-fold.
Foundational AI to power AI Partners. Advances for

understanding collaborative discourse, such as speech
recognition, natural language processing, computer vision,
andmultimodal integration, form the basic building blocks
for the AI Partners. However, foundational AI research is
needed to enable these technologies to robustly address
challenges unique to the classroom context where commu-
nication is noisy, multiparty, multimodal, and situated in
the real-world, something that existing generative AIs do
not address.
Integrative knowledge on student-AI teaming. The edu-

cation and learning sciences have developed exten-
sive knowledge on human–human collaborative learn-
ing, whereas the human–computer interaction, AI, and
related communities have been exploring the founda-
tions of human-agent teaming. There is a need to inte-
grate and extend these knowledge bases to advance
foundational research on the new science of student-AI
teaming.
New methods for design. The field of AI currently lacks

methods and processes to ensure that AI technologies
reflect the needs, interests, and values of diverse commu-
nity stakeholders. Accordingly, new methods are needed

to empower students with diverse identities to envision,
co-create, critique, and apply AI learning technologies.
Ethical & responsible AI. Given the broad societal

impacts of AI, it is imperative that developers of AI inno-
vations, especially for use by students and other vulnerable
populations, embody a culture of ethical and responsible
AI. But too often the term “ethics” and “responsible” serve
as useful talking points and design afterthoughts rather
than foundational design principles. There is a need to
develop and study methods for enacting responsible and
ethical AI in real-world AI technology design.
Emergence through convergence. Our goal of “reimag-

ining AI” implies a type of emergence—or the birth of
something newwhere the whole is greater than the sum of
its parts—through the convergence of seemingly disparate
lines of research and expertise, an effort that requires
major initiatives in multidisciplinary integration.

Team & organization

Our team integrates more than 80 researchers and stu-
dents from nine geographically distributed universities
with our K−12 partners, including diverse students, teach-
ers, and parents from two school districts and nonprofits
with expertise in working with diverse youth. The team is
organized as follows.
Strand 1 (Understanding & facilitating collaborations)

is advancing foundational AI research in speech process-
ing, natural language understanding, computer vision, and
multimodal processing to develop AI models that can
monitor and support collaborative learning atmultiple lev-
els including the content, the conversational dynamics,
gestures, and social signals.
Strand 2 (Orchestrating interactions with AI) is develop-

ing the nascent science of student-AI teaming, including
novel conceptual frameworks and interaction paradigms
which specify how to orchestrate effective student and
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teacher interactions with AI grounded in team science,
collaborative practices, and learning outcomes.
Strand 3 (Broadening participation with co-design) is

developing new methods for engaging culturally, eth-
nically, and gender diverse students and educators in
AI-technology design, along with co-designing, imple-
menting, and studying middle and high school STEM
curriculummaterials supporting broadening participation
in AI education.
Institute-wide (nurturing convergence research) is inte-

grating research across the strands, providing cross-strand
services (data, annotation, technology), and coordinating
the development and testing of the AI Partners.
The Community & Outreach Hub is promoting collab-

oration, knowledge sharing, and integration across the
Institute, with its external partners, and the public at large.

Anticipated outcomes

Our anticipated outcomes are in eight areas as shown in
Table 1.

SELECTIVE EXAMPLES OF ADVANCES IN
FOUNDATIONAL, USE-INSPIRED
RESEARCH, & BROADER IMPACTS

Understanding and mitigating the impact
of automatic speech recognition (ASR)
errors

We addressed whether contemporary ASR systems, which
are benchmarked on adult speech in idealized condi-
tions, can be used to transcribe child speech in classroom
settings. We found that state-of-the-art models (Google
Speech and Whisper ASR) have very high word error
rates on classroom data. However, downstream natural
language understanding models that rely on embedding-
based semantic representations have a much higher
tolerance for ASR errors than those that also analyze
semantic structure (Cao et al., 2023). Further, fine-
tuning large ASR models on a combination of different
child speech datasets resulted in improvements in ASR
accuracy.

Advances in integration of gesture and
content analysis with collaboration
constructs

A significant fraction of what is said cannot be under-
stood without seeing what students are doing with

TABLE 1 Anticipated outcomes of the Institute.

Research outcomes: AI
Partners that embody Strategic impacts
Foundational AI for multimodal,
multiparty, multicurricular
collaboration in classrooms

Over 5000 culturally,
ethnically, and gender
diverse K–12 students with
new capacity to participate
in AI learning and
innovation

A new science of student-AI
teaming including new
frameworks for collaboration
and classroom orchestration

A multiorganizational,
multidisciplinary research
community with new AI
research capacity

New methods for broadening
participation in the design of
AI systems including new
ethical design frameworks

Knowledge transfer to
interdisciplinary research
communities and
communities of practice

Innovative AI-enabled curricula
that enable middle and high
school educators to integrate
AI education into their
classrooms

National nexus point for
responsible design of AI
technologies with diverse
stakeholders

their hands and their bodies (e.g., “that one there”
[pointing]—Figure 2A). To address this, we extended
the Abstract Meaning Representations (AMR) linguistic
annotation scheme to incorporate the meanings of ges-
ture in Gesture-AMR (GAMR) (Brutti et al., 2022). In
parallel, we developed NICE—Nonverbal Interactions in
Collaborative-LearningEnvironments—a coding scheme to
analyze nonverbals signals at a higher level of abstrac-
tion (e.g., are teammates engaged even if they are
not speaking much?). We unified GAMR and NICE to
analyze nonverbal behaviors grounded in collaboration
constructs.

Development of the collaborative learning
and teaming framework

We organized the collaborative learning literature into
a framework that incorporates different levels of inter-
action ranging from the individual to the team. We
further advanced basic research aimed at addressing
two major gaps in the literature: (1) first-person event-
level coding and segmentation of collaboration for
the purpose of imbuing coding schemes with users’
perceptions of the unfolding collaboration; and (2)
development of real-time metrics for tracking how
team interactions both influence and are influenced
by student team members, teachers, and a potential AI
Partner.
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F IGURE 2 Examples of research and education activities.

New design methodology for escaping
institutional gravity in expansive design

Co-design to (re)-imagine institutional contexts (and the
technologies embedded within them) are impeded when
participants’ frame of reference is constrained by institu-
tional realities. To address this, we developed a three-step
design process to temporarily escape institutional gravity
in expansive design by: (1) experiencing familiar alternate
spaces; (2) creating speculative spaces with inexpensive
materials (Figure 2B); and (3) bringing speculative spaces
into existing institutions. This methodology created the
conditions for youth to propose novel designs for AI
Partners.

New instructional materials to facilitate
high-quality AI learning opportunities for
nearly 4000 diverse students to develop,
use, and critique AI systems

We co-designed (with educators) three curriculum units
(Sensor Immersion, Self-driving Cars, and AI in Games
unit) where students explored and programmed envi-
ronmental sensors (Figure 2C), analyzed and visualized
complex data streams, trained interactive bots, critiqued
game design, and built models of neural networks. We
then trained dozens of teachers to orchestrate high-quality
learning opportunitieswith these units for nearly 4000 stu-
dents, the majority of whom are from historically under-
represented groups. Data from these implementations is
used to train the machine-learning models underlying
the AI Partners and learn how to embed them in the
curricula.

RESPONSIBLE & ETHICAL AI

We adopt the responsible innovation framework (RIF),
which “means taking care of the future through collective
stewardship of science and innovation in the present” (Stil-

goe, Owen,&Macnaghten, 2013). As elaborated below, this
framework is reflected in all our work.

Building shared values

We held a virtual kick-off retreat with goals of devel-
oping a sense of how our disciplinary lenses, position-
alities, and life experiences shape what we notice in
classrooms and how we see the potential of AI for
learning, with a particular focus on the lens of AI
justice.

Learning Futures Workshops (LFWs)

These intense, multi-day or multi-week engagements pro-
vide a space for diverse people to come together to envision
possible futures for learning and to explore the role of AI
in those futures. We have held three workshops with both
students and teachers.

Participatory design & co-design

We use participatory designmethods that empower school
and community stakeholderswith diverse identities to par-
ticipate in AI-related research and development. Further,
we co-design (with educators) and study innovativemiddle
and high school units supporting AI education.

Adaptive conjecture mapping

We co-developed and used adaptive conjecture mapping
(Chang & Dickler, 2023) which is graphical representa-
tion that connects the back-end decisions (e.g., what AI
can sense), front-end decisions (e.g., how to interact with
users), the mediating processes (what cognitive, behav-
ioral, and affective processes arise from the interactions),
and the intended outcomes, including both positive and
negative.
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F IGURE 3 Design sketches of the Community Builder AI Partner (CoBi).

Design sprints

In multiple-day in-person/hybrid meetings, our interdisci-
plinary teams organized design activities centered around
incorporating the inputs from the various stakeholders
(especially students) into the design of the AI Partners.

Reflexivity

Lastly, we investigate the extent to which our Institute
lives up to its commitment to the principles of responsi-
ble innovation by examining our engagement with diverse
stakeholders, our uptake of their ideas in design, and the
values of our own members.

PUTTING IT ALL TOGETHER: COBI—THE
COMMUNITY BUILDER AI PARTNER

We originally imagined a key role for the AI Partner was
to help keep students together and on track when work-
ing in small groups, thereby addressing a chief challenge
of teachers who assign small group collaborative work. Ini-
tially, youth themselves said they wanted something that
could keep other students on task, until asked whether
they would want such a partner to intervene in their own
actions. After some probing, we learned they wanted a
partner that could affirm their ideas, to recognize their
contributions, and support them during collaborations.
However, it was challenging for youth to imagine what
good collaboration could look like beyond what they had
experienced in school. Hence, we took them to a housing
coopwhere themembership turned over on a regular basis,
but where a common community feeling existed. Theymet
a person who had the role of “community builder,” and
the youth got really interested in the idea of shifting the
narrative from AI policing their behavior to supporting
their self-adherence to mutually agreed community agree-
ments. They wondered if the AI Partner could help them

to generate and maintain such agreements and developed
a design sketch to embody their ideas (Figure 3A).
Across many subsequent design sessions, including

interviews with teachers and students, conjecture map-
ping, storyboarding, and prototyping, we developed our
first AI Partner—the Community Builder or CoBi. CoBi
helps students and teachers to co-negotiate classroom
agreements along four dimensions: being respectful, being
equitable, being committed to community, and moving
thinking forward (Figure 3B). As students engage in
collaborative learning, CoBi analyzes student discourse
for evidence, or “noticings” of the agreement categories
using our fine-tunedmodels for speech diarization, speech
recognition, and discourse classification; eventually the
models will also incorporate nonverbal information. The
results are aggregated across student groups (to protect stu-
dent privacy), and then visualized at the classroom level.
Figure 3C shows a sketch of a qualitative and expansive
visualization by way of a growing tree animation where
the noticings are shown as flowers that bloom. Teach-
ers use CoBi to guide students to reflect on the extent to
which their collaborative discourse was aligned with their
co-negotiated community agreements and to discuss any
discrepancies. In future versions, students will have the
opportunity to interrogate the underlying NLU models as
a means for transparency, trust building, fostering agency,
and to understand the strengths and limitations of AI.
In addition to CoBi, we are also developing AI Partners

that support and engage in collaborative conversations
with students (Cao et al., 2023). Our next steps with these
partners involve user testing and refinement, testing for
evidence of their effectiveness in promoting collabora-
tion and learning, and scaling more broadly to classrooms
across the nation.
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Abstract
The EngageAI Institute focuses on AI-driven narrative-centered learning envi-
ronments that create engaging story-based problem-solving experiences to
support collaborative learning. The institute’s research has three complemen-
tary strands. First, the institute creates narrative-centered learning environments
that generate interactive story-based problem scenarios to elicit rich communi-
cation, encourage coordination, and spark collaborative creativity. Second, the
institute creates virtual embodied conversational agent technologies with multi-
ple modalities for communication (speech, facial expression, gesture, gaze, and
posture) to support student learning. Embodied conversational agents are driven
by advances in natural language understanding, natural language generation,
and computer vision. Third, the institute is creating an innovative multimodal
learning analytics framework that analyzes parallel streams of multimodal data
derived from students’ conversations, gaze, facial expressions, gesture, and
posture as they interact with each other, with teachers, and with embodied con-
versational agents. Woven throughout the institute’s activities is a strong focus
on ethics, with an emphasis on creating AI-augmented learning that is deeply
informed by considerations of fairness, accountability, transparency, trust, and
privacy. The institute emphasizes broad participation and diverse perspectives to
ensure that advances in AI-augmented learning address inequities in STEM. The
institute brings together a multistate network of universities, diverse K-12 school
systems, science museums, and nonprofit partners. Key to all of these endeavors
is an emphasis on diversity, equity, and inclusion.

INTRODUCTION

AI holds significant transformative potential for improv-
ing K-12 education. Narrative-centered learning, which
features story-based learning experiences, has long been
recognized for the significant promise it holds for creating
learning experiences that are both effective and engag-

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any medium,
provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made.
© 2024 The Authors. Association for the Advancement of Artificial Intelligence.

ing for a broad range of student populations and subject
matters (Mott et al. 1999; Saleh et al. 2022). The NSF AI
Institute for Engaged Learning (EngageAI) conducts (1)
use-inspired AI research on AI-driven narrative-centered
learning environments, and (2) foundational AI research
on natural language processing, computer vision, and
machine learning. Inspired by a student-centered vision
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of AI-driven learning, the EngageAI Institute is creat-
ing AI-driven narrative-centered learning environments
designed to promote student engagement. Advances in
core AI technologies will enable new levels of interactiv-
ity and multimodal engagement, as well as support the
creation of powerful predictivemodels of student learning.
The EngageAI Institute focuses on AI-driven narrative-

centered learning environments that create engaging
story-based problem-solving experiences to support collab-
orative inquiry learning (Saleh et al. 2022). The institute’s
AI-driven narrative-centered learning environments fea-
ture interactions with virtual characters capable of engag-
ing in conversation while playing a variety of different
roles. Generating interactive narratives dynamically tai-
lored to the needs and interests of individual students in
specific learning contexts requires a deep level of aware-
ness of students’ learning processes, as well as deep con-
textual understanding of what is happening in individual,
small-group, and classroom (or museum) settings. Multi-
modal learning analytics utilizing new advances in nat-
ural language processing, computer vision, and machine
learning will provide this awareness and understanding.
By augmenting social interactions via embodied conver-
sational agents that leverage multimodal data streams,
AI-driven narrative-centered learning environments will
deeply engage students in story-based learning experi-
ences. These narrative-centered experiences will immerse
students in storylines that drive their efforts, deepen their
understanding of STEM concepts, facilitate their experi-
ence of STEM as a process of collective inquiry, and help
them see STEM as addressing key societal challenges.

RESEARCH STRANDS

The institute’s research has three complementary strands
(Figure 1).

Narrative-centered learning

The institute is creating narrative-centered learning envi-
ronments that generate engaging interactive story-based
problem scenarios (Saleh et al. 2022). To support interest-
driven learning explorations, the learning environments
dynamically generate interactive narratives linked to
authentic problem-solving scenarios, characters’ behav-
iors and speech, curricular content, and support for learn-
ing. These capabilities are being created based on advances
in generalizable and robust training of ML models with
limited supervision, so as to enable tailored generation of
interactive narratives that foster engaged student learn-
ing. With an emphasis on supporting narrative scenar-

ios that elicit rich communication, require coordination,
and spark collaborative creativity, the narrative-centered
learning technologies will be driven by advances in mul-
timodal generative machine learning and reinforcement
learning.

Embodied conversational agents

The institute is creating embodied conversational agent
technologies (i.e., virtual agents) with multiple modali-
ties for communication (speech, facial expression, ges-
ture, gaze, and posture) to support engaging learning
interactions (Johnson and Lester 2018). Embodied con-
versational agents are driven by advances in (1) natural
language understanding (multiparty dialog structure, lan-
guage models for long-form dialog, query-based video
retrieval, low-resource automatic speech recognition for
nonadults, multiple speakers, and noisy classrooms), (2)
natural language generation (video and dialog summariza-
tion, question-answering, question-generation, explana-
tion generation, paraphrasing for stylistic alignment, and
controllable text-to-speech synthesis), (3) computer vision
(gaze estimation, joint attention, attention and motion
tracking, gesture, and action recognition), and (4) stu-
dentmodeling (predictivemodels of students’ goals, plans,
problem-solving strategies, cognitive states, and learning
outcomes). The agents will support a broad range of roles
including (1) providing students with cognitive, motiva-
tional, and affective support, (2) serving as virtual learning
companions in collaborative learning, and (3) serving as
cognitive assistants to teachers.

Multimodal learning analytics

The institute is creating an innovative framework for
multimodal learning analytics to support students,
researchers, teachers, and informal STEM educators
(Hutchins and Biswas 2023). It seeks to greatly expand
teacher awareness and support with innovations in nat-
ural language processing, computer vision, and machine
learning methods. Rich streams of multimodal data
derived from students’ conversations, gaze, facial expres-
sions, gesture, and posture as they interact with each
other, with teachers, and with embodied conversational
agents, will support comprehensive student modeling.
The institute is developing multimodal interfaces with
visualization, summarization, and query-based retrieval
capabilities for students and teachers with a special
focus on multimodal learning analytics for narrative-
centered learning. Explanatory features of multimodal
interfaces will significantly enhance teachers’ capacity to
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F IGURE 1 EngageAI Institute Research.

dynamically analyze and support the orchestration of rich
student learning activities.
The institute’s design of AI-driven narrative-centered

learning environments is guided by educators’ needs and
students’ interests and competencies. For example, mid-
dle school science teachers provide high-level guidance
on narrative scenario generation to teach particular sci-
ence concepts. By analyzing prior student performance
inferred from student models, which are being driven by
advances in machine learning, narrative-centered learn-
ing environments should anticipate student difficulties
and need to adaptively support problem solving. For
example, they should provide collaborative problem-
solving advice delivered by conversational agents to

a group of middle school students solving a science
problem.

Illustrative scenario

To illustrate how AI-driven narrative-centered learn-
ing environments developed by the institute leverage
advances in natural language processing, computer
vision, and machine learning, consider a hypothetical
middle school science class that is using an AI-enhanced
version of a narrative-centered learning environment,
EcoJourneys. When using EcoJourneys in the classroom,
students work in small, co-located groups where they can
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easily converse and interact using a shared instance of the
learning environment. Early in the EcoJourneys storyline,
students travel to a fictional island in the Philippines
where they encounter a dilemma: a local fish farm is
reporting that tilapia are falling sick at an alarming rate.
This science inquiry-based problem-solving scenario cen-
ters on ecosystems, moving from understanding relevant
components, processes and mechanisms in a system,
before advancing to more complex ecosystem interactions.
To support students through the collaborative inquiry
process, each student can be assigned a unique path
in EcoJourneys to explore the virtual environment and
progress through the problem scenario.
Leveraging advances in foundational and use-inspired

AI research by the institute, problems such as the sick
fish scenario can be generated and dynamically tailored
to foster engaged learning experiences that aremeaningful
and adapted to local relevance, students’ interests, collab-
oration requirements, and STEM knowledge. Narrative-
centered learning environments can feature interactive
storylines linked to authentic science problems that shape
how the scenarios unfold as students solve them. The pri-
mary elements of interactive narratives such as sequences
of plot events and character behaviors can be synthesized
by generative models and reinforcement learning. Virtual
environments can be generated procedurally based upon
several factors, including socio-cultural factors to prioritize
inclusion and relevance across a diverse range of learners.
To create learning experiences that are both effective and
engaging, dynamically generated adaptive support (e.g.,
hints, prompts, and feedback) can be discreetly embedded
within the narrative scenarios to support learners in artic-
ulating how the data they collect can support claims about
the algal bloom and its impact on the aquatic ecosystem.
Adaptive scaffolding can be delivered by virtual char-

acters deeply infused with next-generation conversational
agent technologies that combine dynamically generated
dialog, facial expression, gaze, gesture, and body move-
ment for each character. The characters can engage with
students in dialogs by serving as (1) virtual mentors, (2)
teachable agents, (3) virtual learning companions, (4) vir-
tual collaborators, and (5) virtual facilitators. Students can
engage in rich multiparty dialogs with virtual characters;
engage in exchanges involving multimodal question gen-
eration, answering, and summarization; and communicate
naturally through verbal and nonverbal behavior.
As students work together on EcoJourneys in the class-

room, multimodal learning analytics can track students’
learning and the difficulties they face, as well as students’
eye gaze, facial expression, posture, and verbal and nonver-
bal interactions, with each other, and with their teacher.
This data can be analyzed using natural language pro-
cessing and computer vision to drive run-time narrative

generation and pedagogical decisions. Multimodal learn-
ing analytics can also track students’ contributions to the
collaborative learning process, and adaptive scaffolding
functionalities delivered through embodied conversational
agents can support student collaboration and reasoning
about the problem scenario.
Throughout students’ collaborative learning experi-

ences, the teacher can be informed of students’ progress
and difficulties, and they can use this information to
engage each group through conversations, providing
resources, and further facilitating dialog among the stu-
dents to reinforce ideas and perspectives from within the
student’s assigned roles in supporting the inquiry process.

INSTITUTE TEAM

The Institute brings together a deeply interdisciplinary
team spanning five organizations with expertise in AI
and education: four universities (North Carolina State
University, University of North Carolina at Chapel Hill,
Vanderbilt University, and Indiana University) and Digi-
tal Promise, a nonprofit intermediary organization, which
serves as a “nexus” role for the institute. Headquartered in
the Research Triangle of North Carolina and with a multi-
state network of school andmuseumpartners, the Institute
is led by PI James Lester (North Carolina State University)
and Managing Director Jonathan Rowe (North Carolina
State University) and co-PIs Mohit Bansal (University of
North Carolina at Chapel Hill), Gautam Biswas (Vander-
bilt University), Cindy Hmelo–Silver (Indiana University),
and Jeremy Roschelle (Digital Promise). They are joined
by colleagues in natural language processing, computer
vision, machine learning, AI in education, learning ana-
lytics, the learning sciences, STEM education, and teacher
education.

ETHICAL AI IN EDUCATION

The transformative potential of AI comes with signifi-
cant responsibility to look beyond its prospective benefits
and recognize the challenges and potential risks inher-
ent in AI-augmented engaged learning. The institute
thus identifies strategies for addressing challenges, man-
aging the risks, and assessing the areas where caution
is necessary to ensure that AI’s impacts are beneficial
for learning and fairly distributed. Equally important to
the careful design and execution of the Institute’s ethi-
cal AI is transparent communication among all partners
in AI-augmented engaged learning: researchers, educa-
tors, learners, their families, and the public. Promoting
equity, inclusion, and diversity in AI-augmented
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engaged learning: The institute engages with a diverse
range of learners and educators throughout the design and
development of its AI-driven narrative-centered learning
environments, and it is advancing computational mod-
els of narrative toward producing story-centric problem
scenarios and virtual worlds that embody socio-culturally
relevant settings and contexts, cultivating feelings of per-
sonal identification and relevance across a broad range
of learners. Maintaining privacy and trust: The insti-
tute’s research, development, and dissemination efforts are
infused with an emphasis on the use of privacy-aware
techniques throughout the design and implementation of
the AI-driven narrative-centered learning environments.
Additionally, the institute is focused on designing, devel-
oping, and investigating AI models that are trustworthy,
particularly among key stakeholders: students, educators,
researchers, administrators, parents, and policy makers
(Tam et al. 2023). Fairness, accountability, and trans-
parency in AI-empowered education: Recent years
have seen growing recognition of the important role of
algorithmic bias in AI systems. The institute is formulating
principles andmethods to detect andmitigate the potential
for codifying implicit bias into the AI models that drive its
AI-driven narrative-centered learning environments.

ENGAGEAI R&DMODEL

The institute’s research is driven by progression through
(1) fundamental breakthroughs in narrative-centered
learning environment technologies, (2) integrated
narrative-centered learning environments, and (3) scal-
able narrative-centered learning environments. First, the
institute targets fundamental breakthroughs in narrative-
centered learning environment technologies, which span
foundational AI and use-inspired AI technologies. Second,
the institute’s research on narrative-centered learning
environments includes the design and development of
integrated narrative-centered learning environments that
integrate all of the functionalities required for narrative-
centered learning. Third, the institute’s research on
narrative-centered learning environments will include the
design and development of scalable narrative-centered
learning environments that can be implemented “in
the wild” at scale. The outcome of this work will be
narrative-centered learning environments that can be
used by students and educators at scale.
The institute has established a hybrid top-down/bottom-

up research and development model that supports
interconnections between the institute’s use-inspired
AI research and foundational AI-research activities and
enables advances toward the institute’s targeted research
outcomes (Figure 2). The R&D model maps out a set

of critical shared resources that are continuously cre-
ated, refined, and used by the institute in service to the
accomplishment of its strategic and tactical objectives.
The institute employs a system-integration approach to
bring together the key enabling technologies—narrative-
centered learning environments, embodied conversational
agents, and multimodal learning analytics—into a single
interoperable system that functions as a whole. The insti-
tute’s AI-driven narrative-centered learning environments
utilize a layered system architecture. The top layer, a
dynamic narrative environment with multiple embod-
ied conversational agents, is being designed to support
teachers and students as they participate in interactive
story-based problem-solving scenarios. Supporting the top
layer is a lower layer consisting of a set of analytic and
interpretation engines powered by multimodal analytics.

BROADER IMPACTS

The EngageAI Institute emphasizes broad participation
and diverse perspectives to ensure that advances in AI-
augmented learning address inequities in STEM and
computer science education. The institute brings together
a multistate network of universities, diverse K-12 school
systems, science museums, and nonprofit partners. Digi-
tal Promise, a nonprofit intermediary organization, serves
a nexus role for the institute. Digital Promise leads the
League of Innovative Schools, a network of 114 districts
nationwide, serving over three million students. Through
Digital Promise, the institute engages educators, related
research and development communities, industry and
start-ups, and philanthropy to solve broad-ranging prob-
lems in education and STEM workforce development.
The institute provides a robust infrastructure to support
at-scale implementations of AI-driven narrative-centered
learning environments. A key emphasis in all of these
endeavors is on diversity, equity, and inclusion. In addition
to workforce development for undergraduates, graduate
students, and postdocs, as well as Institute Convergence
Workshops and partnerships with Boys & Girls Clubs,
the institute partners with organizations committed to
broadening participation in computer science, including
STARSComputingCorps, Code.org, theComputer Science
Teachers Association, and CSforAll.

HIGHLIGHTS OF ACCOMPLISHMENTS

During its first 2 years, the EngageAI Institute has seen the
launch of more than 25 active research projects, including
12 multi-institutional multidisciplinary projects, spanning
use-inspiredAI research and foundational AI research that
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F IGURE 2 EngageAI R&DModel.

support the design, development, and investigation of AI-
driven narrative-centered learning environments. Selected
accomplishments include the following:

1. The institute designed and developed its first pro-
totype AI-driven narrative-centered learning environ-
ment that serves as an AI system integration demon-
stration for AI-driven narrative planning, embodied
conversational agents, andmultimodal learning analyt-
ics functionalities integrated into a single system. The
prototype features a run-time AI-driven narrative plan-
ner that can dynamically redirect the flow of interactive
narrative events unfolding in real-time in a narrative-
centered learning environment (Wang et al. 2018). The
prototype’s narrative planning capabilities are guided
by a set of decision-making policies induced using
deep reinforcement learning techniques. The prototype
AI-driven embodied conversational agent provides a
text-based natural language interface, which utilizes
pretrained language models (e.g., T5, S-BERT) to drive
natural language understanding functionalities in sup-
port of question–answer dialogs between the student
and agent relevant to the learning environment’s sci-
ence problem-solving scenario. The prototype was also
integrated with a multimodal sensor-based data cap-
ture module that provides functionalities for capturing
student facial expression, posture tracking, and inter-
action trace logs that record problem-solving actions in
the narrative-centered learning environment.

2. A joint team from NC State University and Indiana
University investigated deep learning-based multiparty
dialog act recognition using text chat data from student

collaborative learning interactions in the EcoJourneys
narrative-centered learning environment (Saleh et al.
2022). The analysis utilized text utterances from stu-
dent collaborative problem-solving chat, which were
manually annotated using a theoretically grounded
coding scheme. Using this dataset, the team examined
the efficacy of transfer learning techniques with pre-
trained LLMs (i.e., BERT, T5) on dialog analysis of
student and facilitator chat messages. Results showed
LLM-based methods outperformed baseline models on
automated classification of topic- and epistemic-based
labels for the utterances. The results of this analy-
sis show significant promise for informing AI-driven
models for adaptively scaffolding student collaborative
problem-solving by embodied conversational agents.

3. A team at the University of North Carolina investi-
gated the performance of state-of-the-art video-and-
language retrieval and summarization models on
publicly available classroom video datasets. Specif-
ically, the team focused on text-to-video retrieval,
video-moment retrieval, video-moment segmentation,
and video-moment captioning models, which retrieve
the most relevant video from a set of candidate
videos according to an input text query and caption
the small step/moment-based contents of the video.
For text-to-video retrieval, the team evaluated CLIP
ViTB/32 (zero-shot/fine-tuned) and the HiREST joint
model (zero-shot/fine-tuned) that was developed in
Co-PI Bansal’s lab (Zala et al. 2023). For moment
retrieval, moment segmentation, and moment cap-
tioning, the team focused on evaluating the HiREST
joint model. Results from experiments indicated that
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current models, such as CLIP and the HiREST joint
model, are able to perform reasonably well on all
four of the tasks (text-to-video retrieval and moment
retrieval/segmentation/captioning) in this domain, but
there is still significant room for improvement, espe-
cially for text-to-video retrieval and moment caption-
ing.

4. A team led by Co-PI Biswas at Vanderbilt Univer-
sity designed and developed a prototype multimodal
learning analytics pipeline that implements a modular,
component-based, distributed data collection network-
ing architecture that supports the collection, alignment,
and archiving of data from multiple sensing modali-
ties as well as a flexible multiprocessor computational
architecture that supports the use of compute-intensive
machine learning algorithms for multimodal data anal-
ysis (Hutchins and Biswas 2023). While still in its
infancy, the implementation supports high-throughput
communication in a distributed environment, where
the artifacts from sensors (different modalities) can
be collected, aligned, and archived in a centralized
fashion.

5. The institute’s Nexus team, led by Digital Promise,
convened a pair of EngageAI Institute Forums at the
Computer History Museum inMountain View, Califor-
nia to engage researchers, practitioners, and developers
in reflective discussion about artificial intelligence in
education. A national group of 150 attendees have par-
ticipated in the Forums’ highly interactive programs,
including panels, poster sessions, and roundtable dis-
cussions encouraging conversation about the present
and future of AI-augmented learning. A series of
blogs summarizing key findings from the forums, as
well as other pieces on AI-augmented learning, has
been published on the EngageAI Institute website and
disseminated through social media.

CONCLUSION AND FUTURE PLANS

Driven by a vision in which AI supports and extends
the intelligence of teachers and learners, the EngageAI
Institute is designing, developing, and investigating AI-
driven narrative-centered learning environments that cre-
ate engaging story-based, collaborative problem-solving
experiences. the EngageAI Institute will continue to pur-
sue an ambitious research agenda consisting of founda-
tional AI research in natural language processing, com-
puter vision, andmachine learning, as well as use-inspired
AI research on narrative-centered learning environments
with rich AI-driven virtual agents and powerful multi-
modal learning analytics to understand how students learn
and collaborate in story-based problem scenarios. The

institute will develop a robust infrastructure to support
at-scale implementations of AI-driven narrative-centered
learning environments. It will serve as a nexus for dis-
tinctive innovations in in-school and out-of-school STEM
education, and empower diverse learners to become the
next-generation STEM workforce by creating generative,
collaborative AI-driven narrative-centered learning envi-
ronments that deeply engage learners in schools, at muse-
ums, and within their own communities. This vision is
being informed by connections with diverse stakeholders
to ensure that the institute’s learning environments are
ethically designed and promote diversity, equity, and inclu-
sion. The EngageAI Institute stands at the forefront of
innovation in STEM education, combining the power of
AI-augmented learning with immersive storytelling to fos-
ter engaged and effective STEM learning experiences for
all learners.
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Abstract
The National AI Institute for Adult Learning and Online Education (AI-
ALOE) develops AI learning and teaching assistants to enhance the proficiency
of adult reskilling and upskilling, and thereby transform workforce develop-
ment. The AI assistants both address known problems in online education for
reskilling/upskilling and help personalize adult learning for workforce develop-
ment. AI-ALOE develops new AI models and techniques for self-explanation,
machine teaching, and mutual theory of mind to make the AI assistants usable,
learnable, teachable, and scalable. AI-ALOE is also developing a data architec-
ture for deploying and evaluating theAI assistants, collecting and analyzing data,
and personalizing learning at scale.

VISION ANDMISSION

We live in the age of AI, the era when AI became ubiqui-
tous and impactful. As AI becomes increasingly powerful
and pervasive, it likely will lead to the disruption of many
skills and the displacement ofmanyworkers. TheNational
AI Institute for Adult Learning and Online Education (AI-
ALOE) envisions that AI can also help reskill and upskill
workers throughout their lifetimes to remain in or rejoin
the workforce. Thus, AI-ALOE develops AI theories, tech-
niques, and tools to enhance the scale and proficiency of
adult reskilling and upskilling.
Adult learning is different from other types of learning,

cognitively, emotionally, and socially (National Academy
of Sciences, 2018). For example, most K-12 children go to
day schools for their education.However,many adults can-

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any medium,
provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made.
© 2024 The Authors. AI Magazine published by John Wiley & Sons Ltd on behalf of Association for the Advancement of Artificial Intelligence.

not move to places of education due to age, health, jobs,
families, finances, etc. Online education offers a scalable
platform for reaching adult learners where they live and
work. The distributed and frequently asynchronous nature
of online education allows adults to learn at their own
place and pace. Although online education is now com-
mon and rapidly growing, it has well-known drawbacks
such as low cognitive presence (learners construct mean-
ing through sustained interactions with the educational
materials), low social presence (learners construct social
connectedness with one another and with the teacher),
and low teaching presence (design and facilitation of educa-
tional experiences including planning learning activities,
communicating requirements, and guiding discussions)
(Garrison, Anderson, & Archer, 2000). Completion rates
for Massive Open Online Courses often are in single digits.
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Thus, in its first thrust on AI Assistants, AI-ALOE devel-
ops AI learning assistants such as conversational textbooks
and interactive videos to enhance cognitive engagement,
as well as social assistants to improve teacher-learner and
learner-learner interactions. It also develops AI teaching
assistants to offload some of teachers’ work, for example,
through automated assessment and automated question
answering.
Online education also offers access to much more data

on learners and learning (and teachers and teaching) than
is typically available for in-person learning. This large
amount of data opens a path to enhance the quality of
online education for adult learners through personaliza-
tion of learning. Personalization of learning has long been
a major goal of educational research (Bloom, 1984) and
AI has made significant progress on personalized learn-
ing for well-defined problems in K-12 education. However,
while K-12 education tends to focus on well-defined prob-
lems, adults often need to address ill-defined problems and
adult learning often is self-directed and open-ended.More-
over, adults and adult learning vary across a vast range
due to differences in age, health, education, competency,
experience, goals, etc. Customization of learning to indi-
vidual characteristics, strengths, and motivations is even
more important for adult reskilling and upskilling than
for K-12 students (Dede and Richards, 2020). Thus, in its
second thrust on Personalization of Learning, AI-ALOE
develops AI interactive environments for personalization
of learning at scale in the context of ill-defined problems
and self-directed learning. This entails the development
of new analytical techniques that can monitor and ana-
lyze the behavior of individual learners as well as new
methods of coaching that can nudge learners toward more
productive behaviors.
Given that AI-ALOE’s AI learning and teaching assis-

tants and environments are used by humans (learners,
teachers, other stakeholders), it is critical that they are:
(i) Usable (learners and teachers of varying degrees of AI
literacy should be able to easily use them), (ii) Learnable
(learners and teachers of varying degrees of familiarity
should be able to easily learn how to use them), (iii) Teach-
able (teachers of varying expertise should be able to train
and tune the assistants to their individual preferences),
and (iv) Scalable (developers should be able to efficiently
scale the deployment of the assistants to a multitude of
learners, teachers, and educational contexts) as shown in
Figure 1. Thus, in its third thrust onHuman-AI Interaction,
AI-ALOE develops new AI models and techniques for (1)
Self-explanation (an agent’s ability to explain its reason-
ing), (2) Information visualization (the ability tomake data
comprehensible to humans), (3) Machine teaching (the
ability to interactively teach an AI agent), and (4) Mutual
theory of mind (the ability of humans and AI agents to
ascribe mental states to each other).

Thrust 1:
AI Assistants for
Learning and Teaching

Thrust 4:
Architecture for 
Learning

Thrust 2:
of

Learning at Scale

Thrust 3:
Human-AI Interac�on

Personaliza�on

F IGURE 1 Four interdependent research thrusts of National
AI Institute for Adult Learning and Online Education (AI-ALOE).

In its fourth thrust, AI-ALOE is developing an Archi-
tecture for AI-Augmented Adult Learning (A4L). The A4L
technology and data architecture enables deployment and
evaluation of the AI assistants for learning and teaching in
real educational contexts, collection and analysis of large-
scale data on learning, and personalization of learning
at scale. It also addresses the issues of data privacy, data
security, and data sharing.

AI-ALOE partner institutions

The AI-ALOE Institute consists about twenty computer,
cognitive, learning, and education scientists from Georgia
Institute of Technology, Georgia State University, Harvard
University, Technical College System of Georgia (TCSG),
University of North Carolina at Greensboro, and Vander-
bilt University; the nonprofit organization, 1EdTech; and
industrial partners Accenture, Boeing, IBM, and Wiley.
The Institute, headquartered at Georgia Tech, includes
about 50 students, and research and administrative staff.

RESEARCHMETHODOLOGY

The theory, design, development, deployment, and evalu-
ation of the AI assistants and environments is an iterative
process, with each cycle feeding into the next and leading
to continual and sustained improvement in learning. At
the inception of AI-ALOE, we made a strategic decision to
deploy extant AI techniques and tools in real educational
contexts as early as possible so subsequent iterationswould
be data-driven and evidence based. In its first two years,
AI-ALOE has conducted its experiments in two differ-
ent educational contexts to ensure robust generalizations:
courses at the TCSG and classes in the Online Master of
Science in Computer Science (OMSCS) at Georgia Tech.
TCSG consists of 22 2-year technical colleges that serve a
very diverse group ofmore than 300,000 students through-
out the State of Georgia. OMSCS serves more than 12,000
globally distributed adult learners.
In the first 2 years, AI-ALOE deployed AI technologies

in real classes at Georgia Tech and TCSG with thousands
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of students, designed the A4L architecture to collect
large amounts of data on adult learning, and established
baseline learning results for these cohorts. Now that we
have preliminary versions of the key AI technologies
and baseline results on learning, we are expanding from
basic, general education classes at TCSG to courses on
occupational skills, and from classes in higher education
at Georgia Tech and TCSG to courses for workforce
development in industry. Further, in its first 2 years, AI-
ALOE focused mostly on exploratory research, with initial
deployments and observations in the first year paving the
way for preliminary outcomes and formative assessments
in the second year. As the Institute advances into the third
year, it is poised to move to comparative research, and
deploy A/B experiments and randomized controlled trials
examining cognitive, teaching, and social engagement,
student retention and satisfaction, and learning efficiency
and effectiveness. In Years 4 and 5, we plan quasi-
experimental and longitudinal studies for examining
proficiency in learning first for preparation for advanced
courses and then for preparation for the workforce.

Responsible AI

AI-ALOE views the AI assistants it develops as part of a
socio-technical system for advancing human goals, inter-
ests, and values. Thus, all AI assistants at AI-ALOE are
designed to take the well-being of their users and other
stakeholders into account. Michael Hoffmann at Georgia
Tech leads a team that uses a participatory design model
in which teams of users and practitioners evaluate AI
technologies using IEEE (2022) rubrics for human well-
being. Qualitative data is collected using focus groups and
one-on-one discussions with students, instructors, and AI
technology developers. This data is then used for co-design
of the AI assistants in the next iteration.

AI ASSISTANTS FOR LEARNING AND
TEACHING

AI-ALOE is developing a suite of AI technologies for sup-
porting adult learning through online education. Below
we provide short summaries of half dozen AI assistants
and then describe one (Jill Watson for conversational
courseware) in more detail.
Apprentice tutors for skill learning: Skill learning refers to

learning of procedures to accomplish a task. For example,
in nursing, calculation of the precise amount of a drug to be
given to a patient is a skill. ChrisMacLellan and his team at
Georgia Tech have developed Apprentice Tutors to enable
learners to learn about arithmetic operations on fractions.
Early results from use of Apprentice Tutors by hundreds
of TCSG students across dozens of course sections for a

college algebra course indicate that many learners gained
fractional arithmetic skills (MacLellan, Stowers, & Brady,
2022).
SMART for concept learning: Concept maps are graphi-

cal representations of concepts and relations among them.
The Student Mental Model Analyzer for Research and
Teaching (SMART) developed by Min Kyu Kim and his
team at Georgia State University helps students build con-
cept maps from text and provides feedback to help the
students revise their maps. Recent studies at TCSG engag-
ing hundreds of students inmultiple classes in English and
Biology indicate that SMART helps students build better
and deeper concept maps (Kim et al., 2023).
VERA for model learning: VERA is an interactive

inquiry-based learning environment for enabling a learner
to construct conceptual models of ecological phenomena,
evaluate the model through agent-based simulation, ana-
lyze the results, and revise the model (An et al., 2020). It
has been used in both pedagogical contexts at Georgia Tech
and TCSG and self-directed learning contexts common to
adult learning. The use of VERA at TCSG in classes on nat-
ural resource management indicate it helps students learn
about models and modeling.
Ivy for interactive videos: We have developed interactive

videos that present exercises to test problem-solving skills
after each lesson and provide adaptive feedback on stu-
dents’ responses to the exercises (Goel, & Joyner, 2017).
Many students found the interactive exercises engaging
and useful for their understanding of the course content
(Ou, Joyner, & Goel, 2019). We are developing an infras-
tructure called Ivy for empowering instructors of online
courses to develop their own interactive video lessons.
iTELL for intelligent textbooks: The Intelligent Text-

books for Enhanced Lifelong Learning (iTELL) project led
by Scott Crossley at Vanderbilt University asks students
to summarize textual documents, uses pretrained Large
Language Models to automatically assess the student’s
summarization, and provides the student with feedback to
enhance their comprehension of the document.
SAMI for social interactions: SAMI uses learners’ self-

introductions in an online class to help build connections
based on the learners’ locations, backgrounds, interests,
etc. We have deployed SAMI in several OMSCS classes
at Georgia Tech and found that for many adult learn-
ers, SAMI can help “break the ice” and foster social
interactions (Wang et al., 2022).

Jill Watson for conversational courseware

Jill Watson is a virtual cognitive assistant for engaging
students in extended conversations about courseware
including textbooks, video transcripts, presentation slides,
class syllabi, and other course materials. The initial
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version of Jill in 2016 used IBM’s Watson platform and
used class syllabi to answer students’ questions on online
discussions forums (such as Piazza) anyplace anytime
(Goel & Polepeddi, 2018). An intermediate version of Jill
Watson in 2019 switched to Google’s BERT as the platform
because it was available as open-source software and thus
could be tuned for Jill. This version of Jill operated on
online discussion forums (such as EdStem) as well as
directly on the Canvas learning management system. It
was also embedded in interactive environments such as
VERA where it answered questions based on VERA’s user
guides (Goel et al., 2024).
A new version of Jill Watson uses ChatGPT as the

backend to answer students’ questions and support con-
versations with the course materials to enhance cognitive
engagement and teaching presence. To reduce ChatGPT’s
biases and hallucinations, Jill conducts preprocessing on
students’ questions and creates prompts for ChatGPT,
as well as postprocessing on the ChatGPT’s answers. In
preprocessing, it uses a variation on retrieval-augmented
generation based on the courseware (textbook, slides, syl-
labus, etc.). We have found that while ChatGPT improves
the accuracy and precision of Jill’s answers to students’
question, Jill Watson helps reduce ChatGPT’s hallucina-
tions. In Fall 2023, we introduced the new Jill in a Georgia
Tech OMSCS class on AI consisting of more than 600
online students as well as in a TCSG class on freshman
English Composition consisting of more than 100 online
students. Preliminary results from A/B experiment in the
OMSCS class on AI indicate that Jill Watson enhances
teaching presence and may also help improve student
grades.

Human-AI interaction

The development of AI assistants raises foundational AI
questions of usability, learnability, teachability and scal-
ability. AI-ALOE is investigating machine teaching for
teachability and scalability and theory ofmind for usability
and learnability of AI assistants.
Machine teaching: In machine teaching, a human

teaches a machine learning model how to accomplish a
task, such as named entity recognition or intent classi-
fication, in a manner that minimizes the human cost of
teaching themodel and the risk of themodel being inaccu-
rate. As an example, let us consider the task of building Jill
Watson on top of ChatGPT, a zero-shot learner that makes
many mistakes. One way of training ChatGPT is through
human feedback on its answers, but this can be very costly.
We are investigating machine teaching techniques such as
active label correction that predict which answers of Chat-
GPT are likely to be incorrect, send only the fraction of

answers most likely to be incorrect to the human anno-
tator, and train ChatGPT on the limited human feedback,
thereby reducing the teaching cost.
In parallel, the Apprentice Tutors project is investigat-

ing how human teachers can be empowered to create and
adapt the tutors by interactively teaching them. Appren-
tice Tutor represents knowledge of skills as a Hierarchical
Task Network (HTN) and uses ChatGPT for translating a
teacher’s instructions in English into HTN.
Theory ofmind: Theory ofmind refers to the human abil-

ity to ascribe mental states to other humans in the form
of goals, plans, knowledge, beliefs, feelings, etc. Mutual
theory of mind pertains to the human ability to recognize
another human’s theory of one’s own mind, for example,
my theory of the reader’s theory of my mind. One finding
from the Jill Watson project is that students’ perception
of Jill’s abilities not only change over time, but also that
the changes are manifested in the linguistic expressions
they use in interacting with Jill (Wang et al., 2021). Thus,
we envision a future version of Jill that can analyze the
changes in the linguistic expressions used by a student over
time to build a theory of the student’s current theory of
theAI and adapt its responses accordingly. At AI-ALOEwe
are investigating how humans build a theory of AI agent’s
mind, how an AI agent may build a theory of a human
user’s mind, and how we may specify the content, struc-
ture, and processes of a mutual theory of mind between
humans and AI agents.

PERSONALIZATION OF LEARNING

Personalization aims to provide individualized optimal
learning experiences that help each learner to achieve
their maximum potential. AI-ALOE is investigating per-
sonalized learning at scale in two different ways. First, the
AI learning and teaching assistants can support person-
alization. The Apprentice Tutors project, for example, is
developing a framework for personalization driven by a
model of expert problem-solving. The VERA, SMART, and
iTELL projects too are building personalization using the
AI assistants. We briefly describe personalization for self-
directed learning in VERA below. Second, teachers and
learners can personalize their teaching and learning if they
have access to learning data in an easily comprehensible
form. Visualizations can help keep humans in the loop
to continuously integrate feedback into the processes of
teaching and learning. Alex Endert andhis teamatGeorgia
Tech are investigating how visualization of learning using
Apprentice Tutors informs learners and the teacher on the
student’s workflow. A related project focuses on the visu-
alization of AI agents for the purpose of explainability and
transparency.
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Personalization in VERA

Adult learning is distinct from K-12 education in many
ways. For example, while K-12 education tends to focus
on well-defined problems, adult learning typically occurs
in the context of ill-defined problems and often is self-
directed. TheVERAproject affords investigation of person-
alization of learning in the context of ill-defined problems
and self-directed learning. VERA is an interactive learn-
ing environment for enabling a student of natural resource
management to construct answers to questions such as
“Why is the population of Brook trouts in Georgia rivers
declining?” This problem is ill-defined because the sys-
tem boundaries and variables are underspecified. VERA
is accessible through Smithsonian Institution’s Encyclope-
dia of Life webportal (eol.org) for use both in pedagogical
contexts and for self-directed learning.
AI-ALOE is developing machine learning techniques,

such as dimensality reduction, sequence analysis, hirerchi-
cal clustering, and Markov chain modeling, for analyzing
themodeling behaviors of self-directed learners addressing
ill-defined problems. It is also developing a suite of interac-
tive coaches that can nudge an individual learner toward a
more productive behavior based on an analysis of the cur-
rent behavior. In Fall 2023, we deployed the coaches for
personalized feedback in a self-directed laboratory section
of a Georgia Tech undergraduate class on ecology.

Human-AI interaction redux

Personalization of learning in ill-defined problems and
self-directed learning raises additional foundational issues
for human-AI interaction such as transparency and trust:
Why should a learner trust the results of, say, an agent-
based simulation of a conceptual model in VERA or the
recommendations made by a VERA coach? AI-ALOE is
investigating self-explanation as a strategy for making
VERA’s reasoning transparent and its results trustworthy.
Self-explanation: Self-explanation refers to an agent’s

ability to explain its reasoning and decisions. AI-ALOE
takes a meta-cognitive stance toward generation of self-
explanations.We endow the agent, in this case VERA,with
a self-model, that is, amodel of its own knowledge and rea-
soning. When VERA addresses a problem, it keeps track
of its chain of thought and the results thereof. When a
user asks for an explanation, VERA can introspect on its
self-model and chain of thought to produce an answer.
We are presently evaluating self-explanation in VERA for
enhancing transparency of its reasoning and trust in its
recommendations.

14,202
Learners

3,511 Adult 
Learners

19 Online 
Professional

Development 
Classes

10,691 Online 
Learners

145 
Undergrad

Classes

F IGURE 2 Numbers of classes and learners who have used
National AI Institute for Adult Learning and Online Education
(AI-ALOE) AI assistants as of June 2023.

ARCHITECTURE FOR AI-AUGMENTED
ADULT LEARNING

AI-ALOE is developing an integrated technology and data
architecture for A4L. The A4L architecture is intended to
support the deployment of AI assistants, collection and
analysis of data on adult learners and learning, use of the
data for personalization of learning in the AI assistants,
and reinforcement of the teacher-learner information feed-
back loop. Data on learning is collected from multiple
sources, including the learning management system, stu-
dent log information from the AI assistants, student
interactions on discussion forums, learning assessments,
and class surveys. We have developed data models for
the data collected from the various data sources, a data
pipeline for processing the data, and a data warehouse for
storing the data. AI-ALOE has partnered with 1EdTech to
collect data using LTI tools and store it in the standardized
form of Caliper Analytics (1EdTech, 2023). To ensure data
privacy, AI-ALOE has developed machine learning tech-
niques for anonymizing student data. In the near future,
we expect to use the A4L architecture for analyzing the
data and feeding the results back to teachers, learners, and
the AI assistants for personalization of learning. In the
medium term, we hope to share the data on adult learning
we are collecting with the larger learning and education
research community.
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BROADER IMPACTS

AI-ALOE targets adult learners with a broad variety of
age, health, work, family, and life situations. As Figure 2
indicates, in the first 20 months of AI-ALOE, 14,202
students used AI-ALOE’s technologies including 3511
students in 145 classes at TCSG, and 10,691 students in 19
online courses in Georgia Tech’s OMSCS program. The use
of the AI assistants also helps enhance AI literacy. There
is growing evidence that research at AI-ALOE may help
make online education simultaneously more available
(through online learning and use of online educational
materials), more affordable (through virtual teaching
assistants that offload teachers’ work and amplify their
reach), and more achievable (through virtual learning
assistants that support learners cognitively and socially),
and thereby, more equitable to adult learners.
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Abstract
The AIFARMS Artificial Intelligence for Future Agricultural Resilience, Man-
agement, and Sustainability national AI institute brings together over 40
world-class AI and agriculture researchers, with the commonmission to develop
foundational advances in AI and use them to ensure that future agriculture is
environmentally friendly, sustainable, affordable, and accessible to diverse farm-
ing communities. Since its establishment in 2020, AIFARMS has advanced the
state of the art in autonomous farming, cover crop planting,machine learning for
improved outcomes from remote sensing, dynamic estimation of yield loss from
weeds, and livestock management. The institute has prioritized the creation and
utilization of high-quality, openly available data sets for advancing foundational
AI and tackling agricultural challenges. AIFARMS leverages a close partnership
between UIUC and Tuskegee University to build programming for a skilled and
diverse next-generation workforce in digital agriculture. We are expanding the
reach of AIFARMS outside of the current partners to collaborate with national
AI institutions and international partners.
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INTRODUCTION

Traditional agriculture, such as row cropping common
throughout the US Midwest, relies on significant external
inputs to continually reach record-setting yields with-
out considering the extreme environmental consequences
associated with these practices. Current agricultural pro-
duction causes soil degeneration, nitrogen and chem-
ical runoff, greenhouse gas emissions, animal welfare
concerns, and unstainable labor needs. Technological
advances are essential to address major challenges fac-
ing world agriculture: meeting growing demands for food,
feed, fiber, and fuel under tremendous demographic pres-
sures and climate change while simultaneously maintain-
ing environmental quality. Two critical bottlenecks within
agriculture throttle productivity and cause environmental
harm:

1. The limited ability of human labor to carry out granular
and scalable practices essential for sustainable, environ-
mentally sensitive, and productive crop and livestock
management.

2. Tremendous spatial heterogeneity and temporal vari-
ability in agriculture.

These critical challenges are difficult to tackle with
human capacity and conventional technologies alone.
Artificial Intelligence (AI) offers the potential to use
machine intelligence for highly efficient seed develop-
ment and advanced farm management practices, includ-
ing advanced data-driven decision-making and low-cost
autonomous systems capable of precise crop and livestock
management activities. Moreover, autonomous reason-
ing techniques can accommodate the great heterogeneity
and spatiotemporal variability of agriculture by analyz-
ing vast amounts of information from diverse sources
at varying scales. To be successful, however, grand AI
challenges (Feigenbaum 2003) of predicting over varied
spatiotemporal scales with little data, learning for low-cost
autonomous robots in uncertain environments, trans-
ferring learnings between domains, integrating domain
knowledge to improve explainability, and enabling effec-
tive human interaction with autonomous systems must be
addressed.

AIFARMSMISSION AND TEAM

AIFARMS: AI for Future Agricultural Resilience,
Management, and Sustainability is a national AI Insti-
tute funded by USDA-NIFA and hosted by the Center
for Digital Agriculture at UIUC, together with the Uni-
versity of Chicago, the Donald Danforth Plant Science
Center, Michigan State University, Tuskegee University
(TU), Argonne National Laboratory, and USDA-ARS. The

mission of the AIFARMS Institute is to develop foundational
advances in AI and use them to ensure that future agricul-
ture is environmentally friendly, sustainable, affordable, and
accessible to diverse farming communities.
The AIFARMS team includes many AI researchers

tackling a wide range of foundational AI challenges,
applied to many different domains, including agriculture.
The team also includes numerous prominent agriculture
researchers, with deep expertise and access to large data
sets crucial for success in applying AI-driven techniques to
solve difficult agriculture challenges. A key outcome of the
creation of AIFARMS has been to create numerous joint
projects involving close collaborations centered onAI tech-
niques for agriculture. By organizing these projects into the
four research thrusts with strong common themes, supple-
menting themwith the two cross-cutting thrusts (Figure 1),
and by channeling funding, computing infrastructure, a
carefully organized data management (DM) strategy, and
staff support for these projects, AIFARMS is serving to fur-
ther enhance the already high disciplinary expertise of the
team members.

THE ROLE OF AI: USE-INSPIRED AI
RESEARCH FOR AGRICULTURE

Collaborative AI + agriculture research has numerous
applications in sustainable agriculture, such as enhanc-
ing precision crop and livestock management, reduc-
ing labor requirements, high-throughput phenotyping for
faster seed breeding, improving livestock health and wel-
fare, reducing environmental impacts, and increasing
climate resilience. These goals can benefit greatly from
augmenting human capacity via AI-based autonomous
technologies such as computer vision (CV), robotics, and
recommendation systems. Such technologies can enable
greater precision, greater scale, and farmore efficient engi-
neering solutions. A key constraint is to preserve low
costs through scale-neutral technologies such as low-cost
sensors, small robots, and drones, supported by suitable
machine learning (ML) algorithms.
Moreover, data in the agriculture domain are rich in spa-

tial and temporal heterogeneity, complex environments,
andhighly domain-specific characteristics. AI-driven tech-
niques are needed to be able to tackle such data diversity,
but foundational AI advances are essential to accomplish
these goals.

FOUNDATIONAL AI

AIFARMS researchers have identified seven categories of
foundational AI challenges that are important to agricul-
ture (Figures 1 and 2).
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F IGURE 1 AIFARMS thrust structure.

F IGURE 2 Collaborative AI + agricultural research in
AIFARMS happens in three tiers. Agriculture goals are the
outcomes (leaves), use-inspired AI research tasks deliver those
outcomes, and foundational AI research tackles fundamental AI
challenges to make use-inspired AI more effective.

CV has been extremely successful in numerous tasks
ranging from facial recognition to semantic segmentation,
but serious challenges remain for use cases in agriculture.

These include images with severe occlusion (e.g., leaves
obscuring fruit), lack of labeled data sets, domain gaps
(see below), and generalizable techniques for 3D shape and
articulation (for mechanical harvesting).
Learning for control: Autonomous systems in agricul-

ture (including large farm machinery, robots, and drones)
must operate in uncontrolled, outdoor environments for
planting, harvesting, cover crop planting, targeted spray-
ing, plant phenotyping, and so forth. This requires major
advances in learning techniques that enable robust control
and reduced costs.
Federated edge ML: Data-driven agricultural applica-

tions, such as those using field robots or soil sensors, must
operate under severe constraints on computational capac-
ity and network connectivity. Foundational advances will
enable efficient, adaptable learning in the field to support
such applications.
Open world AI: Agricultural applications experience

“domain gaps” due to variability across crops, soils,
weather and rainfall patterns, pests, disease, and weed
populations. Advanced ML models are needed that are
robust to “open world” assumptions, through techniques
such as few-shot and zero-shot learning, self-supervised
learning, transfer learning, and outlier detection.
Heterogeneous information fusion: To optimize the

performance of predictive models, it is critical to leverage
effective and efficient AI techniques that can fuse informa-
tion fromheterogeneous sourceswith large spatiotemporal
variability.NovelAI approaches are particularly needed for
fusion techniques that are robust to intrinsic variability in
reliability of sources or channels and for developing foun-
dation models that integrate multimodal data and can be
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readily used for downstream tasks such as yield prediction
and phenotyping.
Integrating domain knowledge in ML: Agriculture

has a long history of leveraging scientific research and
on-farm experience for enhanced productivity. MLmodels
will be more effective and trustworthy if they can incor-
porate this vast domain knowledge. While the requisite
domain knowledge depends on specific tasks and models,
the underlying techniques to incorporate such knowledge
into ML models are in their infancy and require extensive
foundational advances.
Human-centered autonomy: Farming is an intensely

“hands-on” profession and AI-driven systems in farming
need to be designed to be managed by their human coun-
terparts. Significant technical advances are required to
enable and encourage farmers to adopt autonomous sys-
tems, such as intelligent farm equipment, robots, drones,
and recommendation systems, more intuitively and confi-
dently.

RESEARCH RESULTS TO DATE

Since its establishment, the institute has generated numer-
ous research results associated with our core mission to
make agriculture environmentally friendly, sustainable,
affordable, and accessible to diverse farming communities.
Several of these are beginning to show real impact.
As one example of technical contributions growing into

greater success, AIFARMS teams within our autonomous
farming thrust have demonstrated level 2 autonomy,
defined as human on-site or nearby (“eyes off”), in field
robots using LIDAR + GPS and alternatively using much
cheaper andmore robust CV-guidedmodels for navigation
within crop rows (Baquero et al. 2021).
An important outcome of these foundational advances

in robot autonomy is that over 100 acres of cover-crops
were plantedwell before harvest using autonomous under-
canopy agricultural robots. Besides large cost reductions
from using autonomous robots, cover crops planted prior
to harvest have the potential for greater carbon sequestra-
tion. Integrated work with the Technology Adoption and
Public Policy thrust is investigating farmers’ willingness to
plant cover crops with versus without autonomous robots
(Wu, Khanna, and Atallah 2023). This technology is being
commercialized by EarthSense Co, which is partnering
with AIFARMS team members in a new project funded
by the Climate-Smart Commodities program to scale this
effort up to 10,000 acres in the next 2 years.
Building on this and other successes,UIUCwas awarded

the USDA-NIFA Farm of the Future testbed, called I-
FARM (Illinois-Farming and Regenerative Management),
to accelerate the creation, maturation, and adoption of

new management technologies that are fundamentally
more sustainable, profitable, affordable, and scale-neutral.
This award partners with Tuskegee University and indus-
try and collaborates closely with AIFARMS to test new
technologies at the I-FARM.
Segmentation and object tracking are crucial CV tasks

for numerous agricultural problems, including crop phe-
notyping, disease detection, weed detection, and livestock
activity recognition, but video labeling for each use case
is prohibitively expensive. A novel, integrated framework
we have developed enables video segmentation and track-
ing without training on task-specific data (Cheng et al.
2023). It has been shown to be successful with agriculture-
based challenges, such as tracking of individual animals
using the PigLife data set. This framework greatly reduces
the effort and cost of developing computer-vision-based
solutions that require image and video segmentation.
Integrated thrust collaborations are fundamental to the

work within AIFARMS. Work developed by the envi-
ronmental resilience and soil monitoring thrust mem-
bers generated ML algorithms using cross-scale sensing
technology to integrate ground measurements, airborne
hyperspectral imagery, and satellite Earth Observation.
The integrated measurements scale and accurately quan-
tify regional-scale information of management practices
including cover crop, aboveground biomass, and tillage
practices. This highly accurate and granular management
information is important for field-level farming carbon
intensity and sustainable agriculture assessment (Wang
et al. 2023).
The livestock thrust has generated a unique CV dataset

of labeled video and still images representing the complex-
ities of pig production systems across different production
phases, housing scenarios, and levels of occlusion (Li et al.
2023). Foundational AI advances were required to gen-
erate robust CV for fundamental tasks from tracking to
recognition of pigs with various levels of occlusion, and
further expansions will include pig activity recognition.
The labeled data are being made available publicly as the
PigLife data set (https://data.aifarms.org/view/PigLife).
More broadly, the AIFARMS team is developing several

novel agricultural data sets for enabling AI research for
agriculture, including PigLife, soils data for nutrient fluxes
and for microbiome activity, open-world object detection
and segmentation and open-world hyperspectral data sets
for phenotype prediction. The DM team is working to
format, store and preserve data sets at various stages of
preparation and encouraging open availability, including
a publicly available set of best practices for researchers.
These set guidelines for data collection, data set and soft-
ware publication, licensing guidelines, and preservation.
Data sets are distributed via the AIFARMS portal (https://
data.aifarms.org/).
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BROADER IMPACTS: CONTRIBUTION TO
EDUCATION ANDWORKFORCE
DEVELOPMENT

The Education and Outreach thrust contributes to impact-
ful efforts to inspire younger generations to explore digital
agriculture and grow a skilled workforce. AIFARMS is
dedicated to expanding workforce diversity, through our
collaboration with Tuskegee University and additional
programs. AIFARMS and CDA have created a successful
in-person REU program, targeting students fromMinority
Serving Institutions, including five Historically Black Col-
leges and Universities (HBCUs). The program gives stu-
dents research experience and career mentoring focused
on increasing fluency inMLwith cross-disciplinary teams.
The AI Foundry for Ag Applications, a virtual week-
long summer course for grad students, offers lectures and
virtual activities on topics focused onAI andML in agricul-
ture applications, with a hackathon to implement learned
skills. To expand technology skills, thrustmembers are cur-
rently hosting their secondCS teacher endorsement cohort
at UIUC for K-12 teachers across Illinois.
In Year 2, AIFARMS and CDA launched a Master of

Engineering in Digital Agriculture degree, and an asso-
ciated certificate program. The program’s online delivery
provides continued training and technology skills for
working professionals, both domestic and abroad.

AIFARMS EFFORTS TO CREATE A NEXUS
FOR COLLABORATIVE AI RESEARCH

Coordinationwith the other fourUSDA-NIFAAI institutes
is a vital nexus point of interinstitutional collaboration
for AIFARMS. The five institutes have been working on
a coordinated public messaging and outreach campaign
for the importance of investment in collaborative AI-Ag
research. A collaborative DM working group consists of
researchers that are engaged with DM practices at the
five Institutes and the NSF-funded ICICLE institute for AI
cyberinfrastructure. The five USDA-funded institutes are
now coordinating an AI-for-Ag Summit, planned for 2024,
to showcase the agricultural domain as an ideal platform
to address foundational AI challenges.
In 2022, AIFARMS launched a new international col-

laboration with the PhenoRob Center of Excellence in
Germany. Using USDA-NIFA supplemental funding, this
effort is laying the groundwork for sustained collabora-
tions in several areas where technology sharing is benefi-
cial. This collaboration has grown into a multi-institution
international DigiCrop network (DigiCrop.net) centered

around research to reduce the negative impacts of crop
production on our ecosystems without reducing yields.
UIUC is the host institution for three national AI insti-

tutes: AIFARMS,MMLI, and INVITE. AI researchers from
AIFARMS and MMLI collaborate on the broad topic of
generative modeling and literature mining for AI applica-
tions. The INVITE institute was just launched in 2023 with
a focus on AI for K-12 education, and AIFARMS is collab-
orating with INVITE on educational and outreach goals
common to both institutes. For example, AIFARMS has
developed a “digital agriculture in a box” educational kit
for K-12 after-school programs to motivate younger gener-
ations to consider digital agriculture careers, and we are
working with INVITE to expand the reach of such efforts.
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Abstract
Our food system is complex, multifaceted, and in need of an upgrade. Population
growth, climate change, and socioeconomic disparities are some of the chal-
lenges that create a systemic threat to its sustainability and capacity to address
the needs of an evolving planet. The mission of the AI Institute of Next Genera-
tion Food Systems (AIFS) is to leverage the latest advances in AI to help create
a more sustainable, efficient, nutritious, safe, and resilient food system. Instead
of using AI in isolation, AIFS views it as the connective tissue that can bring
together interconnected solutions from farm to fork. From guiding molecular
breeding and building autonomous robots for precision agriculture, to predict-
ing pathogen outbreaks and recommending personalized diets, AIFS projects
aspire to pave the way for infrastructure and systems that empower practitioners
to build the food system of the next generation. Workforce education, outreach,
and ethical considerations related to the emergence of AI solutions in this sector
are an integral part of AIFS with several collaborative activities aiming to fos-
ter an open dialogue and bringing closer students, trainees, teachers, producers,
farmers, workers, policy makers, and other professionals.
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INTRODUCTION

Throughout human existence, food has been much more
than a necessity. It has been an art, a way of expression, a
part of our cultural inheritance, and evolution. It is not a
coincidence that almost every culture in antiquity deified
food or its process: from Demeter and Ceres, to Freyr and
Inari, agriculture and food have been revered and adored,
with sacred ceremonies, such as the Eleusinian mysteries
in Ancient Greece, celebrating agriculture and the cycle of
life (Mark, 2012).
As our world became bigger and more interconnected,

so did the challenges that our food system faced. How
do you feed a planet of 10 billion people, eliminating
distribution and access inequalities, while keeping produc-
tion sustainable, less wasteful, and resilient to disruptions
such as climate change and loss of biodiversity? Con-
comitantly, the waves of agricultural revolution over the
past couple of centuries with industrialization, mono-
cultures, fertilizers, and advanced technology for crop
management, coupled with globalization of food supply
and interconnected global markets, have enabled unprece-
dented growth opportunities. Artificial Intelligence (AI)
is regarded as a unique opportunity to accelerate innova-
tion in the broader food system in a way that can address
inefficiencies and bridge gaps in our food supply chain.
AIFS shares this view, and pioneers efforts to apply AI

technologies to each stage of the food system, leveraging
data and models to improve efficiencies of the companies
and workers, and the safety and health of the consumers
of our food system as a whole. At the front end of the
food system, we are using molecular breeding to acceler-
ate desirable crop traits including nutrition. In agricultural
production, we are leveraging large agricultural datasets
and building models to advance precision agriculture, and
are also building models to optimize indoor farming. For
processing, we are developing machine learning models to
enhance the inactivation of pathogens and improve pro-
cess validation at processing facilities. In the knowledge
discovery and synthesis realm, we are using Deep Learn-
ing models and the latest in Natural Language Processing
to build knowledge bases that ingest knowledge from a
plethora of sources and millions of published papers so
that the food, ingredients, chemicals, and health areas are
intimately and interoperably interlinked, mined, and used
in applications such as diet recommendation systems and
bioactives discovery.

RESEARCH CLUSTERS

AIFS has six research clusters (see Figure 1). Four of these
(molecular breeding, agricultural production, food pro-

cessing, and nutrition) are focused on discrete areas of
the food system, whereas two more research clusters, core
AI, and ethics are overarching. AIFS provides competi-
tive funding for approximately 40 researchers that work
in interdisciplinary projects to apply AI methodologies
that advance AI infrastructure in food systems, promote
human health, and help create a more resilient supply
chain. Below are some of the project highlights for each
cluster.
Molecular breeding is a technology that can accelerate

the rate at which a new line of a cultivar can arise from
precise selection of which crosses to make during plant
breeding.With an aim toward improvements in plant traits
such as nutrition and climate adaptations, the AIFS team
is developing a toolkit for integrating nutritional qual-
ity and aroma traits into molecular breeding strategies.
Furthermore, the molecular breeding teams develop high-
throughput assays and screening large cultivar collections
via imaging and rapid sensors, to screen targeted culti-
vars for targeted molecules, leading to models to predict
molecular composition and quality, among other traits.
The agricultural production cluster aims to deliver low-

cost and easy to access sensing and data solutions. It
develops and tests in real-use conditions novel inexpen-
sive wireless AI-enabled sensors for accurately measuring
agriculturally relevant soil signals such as nitrate, ammo-
nium, phosphate, potassium, and moisture. The cluster
also develops an open-source Python library (AgML), that
enables access to agricultural-specific machine learning
datasets, benchmarks, pretrained models, and workflows
(Choi et al., 2023). Researchers also adapt a highly sophis-
ticated 3D biophysical crop modeling tool (HELIOS) as a
machine learning generator for synthetic sensor data. Sev-
eral teams are investigating the use of reinforcement learn-
ing and model-based controls for autonomous navigation
of ground- and aerial-robots in complex 3D environments
like vineyards and almond orchards.
In the area of food processing, our team has been devel-

oping AI-based framework and models to enhance food
safety, reduce food spoilage, and improve understanding
of the role of food structure in enhancing nutrition and
health benefits of food. In the area of food safety, the
research projects have focused on enhancing the detection
of pathogens (Yi et al., 2023) (Ma et al., 2023), improv-
ing food processing technologies using digital twins and
machine learning models to enhance the inactivation of
pathogens and improve process validation. The results
of these studies demonstrate that AI models for image
detection and classification and spectral data analysis
can improve the speed and specificity of detecting target
bacteria in complex food systems and aid in validation
of novel processing technologies for the inactivation of
target pathogens. Other work includes the development
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F IGURE 1 The six AIFS research clusters and the current projects that span across them. All projects are around the three AIFS thrusts
of building the AI infrastructure for the food system, a resilient supply chain, and improving human health through food. AI, Artificial
Intelligence; AIFS, AI Institute of Next Generation Food Systems.

of agent-based models to identify risk of the spread of
pathogens in food facilities, an AIbased 3D printing model
for bioinks for micronutrient release.and a digital twin for
indoorfarming systems (Meng et al., 2023).
The nutrition cluster works in two main thrusts: devel-

oping AI methods to use food photos to track and assess
what we eat in real-time, and to deliver dietary recommen-
dations based on user preferences and nutritional status.
The team is working toward a food “photo-to-ingredient”
module and an “ingredients to health outcome” module,
each of which will be needed in most computational sys-
tems in nutrition. The team has developed key resources
such as the SNAPMe Benchmark Database for the evalu-
ation of algorithms for computer vision in dietary assess-
ment and the Food Atlas, a KnowledgeBase that uses
deep learning, natural language processing, large language
models, and other techniques to connect foods, ingredi-
ents, compounds, and health effects. Applications include
the prediction of food composition after processing (Nara-
vane&Tagkopoulos, 2023), algorithmic foodmatching and

tolerance methods (Eetemadi & Tagkopoulos, 2023), auto-
mated ontology construction for food (Youn, Naravane,
& Tagkopoulos, 2020), and causal prediction of dietary
intervention efficacy in digestive diseases (Eetemadi &
Tagkopoulos, 2021).
In application-inspired and foundational AI, the teams

are researching applications in Federated Learning (FL)
which is a distributed model training paradigm where
clients collectively train a model while keeping their local
data private. AIFS can serve the role of a central server
because it has no direct conflict of interests with (indus-
trial) entities. Explainability is crucial for the acceptance
and adoption of AI-based solutions as in order to confi-
dently use an AI system, it needs to be trusted, and in
order to be trusted, it needs to be explainable. Concomi-
tantly, the team is working in the field of AI-driven indoor
farming, focusing on developing digital-twin technologies
for the optimal optical design of sustainable large-scale
indoor farming “pods,” which consist of enclosed trailers
with hydroponically grown plants, with energy supplied
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by carefully controlled LEDs, whereby a continuous and
constant supply of nutrient-rich water helps plants grow
more consistently andwhile reducing inputs. The objective
is to develop simulation tools to drive innovative solutions
involving vertical farming panels of plants, utilizing LED
light strip “walls,” which provide crops with light from
only the part of the spectrum required for growth.
The workforce and ethics team has developed an ethics

framework around the principle that rules and compliance
regulations are unlikely to solve the most difficult ethical
challenges in AI. It is important that AI researchers and
developers follow rules to, for example, protect the privacy
of their data and honestly represent their products. Our
ethics framework is built around a decisions and recom-
mendations log inwhich researchers record their decisions
and actions and their reasons for taking them with the
goal that researchers make mindful decisions (Alexander
et al, 2023). The framework emphasizes transparency, vig-
ilance, and clear communication. In studying the ethical
and socioeconomic challenges presented by AI in the food
system, we ask three questions: (i) who wins and who
loses from the technology? (ii) who bears the risks of bad
outcomes? and (iii) who decides the answers to these ques-
tions? Workers on farms and in food processing plants
will need to develop new skills to thrive in the labor mar-
ket. Helping current workers and communities thrive is an
important challenge we are working on.

EDUCATION AND PUBLIC
ENGAGEMENT

Training and outreach is at the core of AIFS’ mission,
with the institute sponsoring various fellowships and train-
ing initiatives. One such initiative that targets researchers
that are not from computer science is AIBridge, where
researchers with limited prior programming experience
get educated and then apply what they learn onAI projects
related to food and agriculture. Over the past three years,
hundreds of students have been trained on how to use
Python, object oriented concepts, and machine learning
libraries in practice, with some of them moving on to pur-
sue this interdisciplinary field for their careers. The AIFS
Career Exploration Fellowship Program is another ini-
tiative where companies mentor undergraduate students
with internships, where students gain hands-on experi-
ence in an industrial setting. More broadly, AIFS regularly
participates in conferences and competitions, creates vari-
ous programs from K12 to postgraduate/professional level
with various partners, and sponsors various events, such as
the Apps for Food &AgHackathon and the Farm Robotics
Challenge in which 19 teams from 12 universities built
robotic solutions to farm tasks. All these initiatives have

resulted in bringing together and training thousands of stu-
dents and professionals from various industries and paths
in life to collectively think and design a better, faster, and
more resilient food system, with AI at its center.

COLLABORATIONS AND SYNERGIES

It takes a village to transform a system, and the food
system is no different. Over the years, we have entered
into close partnerships and joined activities across the
Atlantic to co-sponsor DigiCrop 2022 with PhenoRob in
Germany, and held joint activities with Fraunhofer ISE.
Through the USDA’s programs for funding 1890 (histor-
ically black land-grant) institutions, we have established
collaborations with Delaware State University, Tennessee
State University, Florida A&M University, Prairie View
A&M University, and West Virginia State University. In
terms of industrial partnerships, AIFS has also engaged
with over 50 companies regarding the challenges facing
the agriculture sector and opportunities for AI. From small
startups to large CPG and ingredient companies, AIFS
has partnered and co-sponsored projects in various topics
that range from understanding the molecular composition
of milk to creating AI tools related to knowledge organi-
zation and molecular discovery of key compounds such
as polyphenols and terpenes, by using omics, flavor, and
health effect predictors.

CONCLUSION

To conclude, through pioneering projects and transfor-
mative collaborations, AIFS is driven by a vision that
transcends the ordinary. We aim to sculpt a society where
wellness takes precedence over illness, a world where we
nurture our health through accessible, nourishing food
that confronts the very origins of diseases, notably chronic
inflammation. Our commitment extends from the fertile
fields to the very plates we eat from, all while honoring
the sanctity of sustainable practices that safeguard our
precious planet and its delicate ecosystems. We strive to
be stewards of our inheritance, preserving these invalu-
able resources for the generations that will follow in our
footsteps.
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Abstract
AIIRA seeks to transform agriculture by creating a newAI-driven framework for
modeling plants at various agronomically relevant scales. We accomplish this by
designing and deploying AI-driven predictive models that fuse diverse data with
siloed domain knowledge. AIIRA’s vision, illustrated in Figure 1, consists of four
technical thrusts with cross-cutting education, training, and outreach activities.
Our activities are focused on theory, algorithms, and tools for the principled cre-
ation of goal-orientedAI tools deployed at plant and field scales.Our use-inspired
AI developments are tightly integrated with USDA-relevant challenges in crop
improvement and sustainable crop production. Our strong social science focus
ensures sustained AI adoption across the ag value chain. Our cyberinfrastruc-
ture (CI) efforts ensure cohesive, sustainable, and extensible CI to reproducibly
share and manage data assets and analysis workflows to a diverse spectrum
of the Ag community. Taken together, this will ensure long-term payoffs in AI
and agriculture. AIIRA has established a new field of Cyber Agricultural Sys-
tems at the intersection of plant science, agronomics, and AI. Our signature
activities build theworkforce for this new field through formal and informal edu-
cational activities. Through these activities, AIIRA creates accessible pathways
for underrepresented groups, especially Native Americans and women.

OVERVIEW

The AI Institute for Resilient Agriculture (AIIRA)
has an integrated vision for foundational advances in AI
that enhance the resiliency of our agricultural ecosystem
(Sarkar et al. 2023). Agricultural resiliency—the ability
to provide food, feed, fuel, and fiber in a sustainable
manner in the face of systematic uncertainty—is critical,
particularly with ever-increasing climate variability,
increased demand, demographic shifts, labor shortages,

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial License, which permits use, distribution and reproduction in any
medium, provided the original work is properly cited and is not used for commercial purposes.
© 2024 The Authors. AI Magazine published by John Wiley & Sons Ltd on behalf of Association for the Advancement of Artificial Intelligence.

and disruptions to global trade. We develop the concept of
AI-driven goal-oriented digital twins to assimilate copious
sensor data with genetic, physiological, and agronomic
knowledge (domain knowledge) and thereby model agri-
cultural phenomena at the plant and field scales. The
availability of such open source tools will dramatically
improve the ability to develop testable hypotheses, antic-
ipate problems, enable future planning, explore potential
solutions, and mitigate undesirable emergent behavior in
complex agricultural systems (see Figure 1).
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F IGURE 1 Overview of AIIRA activities.

Need and timeliness: An increasing world popula-
tion, coupled with finite arable land, changing diets, and
the growing expense of agricultural inputs, is poised to
stretch our agricultural systems to their limits. By the
end of this century, the Earth’s population is projected to
increase by 45% with available arable land decreasing by
20%; this creates the urgent need to enhance agricultural
productivity by 70% before 2050. Current rates of progress
are insufficient, making it impossible to meet this goal
without a technological paradigm shift. Furthermore, con-
sider the following challenges: Environmental variability:
Increasing occurrences of weather extremes (droughts
and floods; high and low temperatures) and pestilence
(insects, weeds, and pathogens) fundamentally limit crop
yields. AI approaches for identifying genetic factors that
endow resiliency against these biotic and abiotic stressors
and efficiently breeding germplasm for resiliency traits is
an appealing strategy. Input use efficiency: The application
of fertilizers, pesticides, and growth in agricultural irriga-
tion has dramatically increased yields and decreased yield
variability. However, these inputs are expensive, energy
intensive, and often inefficiently used by crops and lost to
runoff, with adverse impacts on water quality. This calls
for innovations in breeding for germplasm that exhibits
enhanced input use efficiency and ag production practices
that minimize waste, both of which offer opportunities for
AI development. Economic risk: Increasing costs (seeds,
land, and heavy equipment), reduced availability (water
and some fertilizers), and decreasing profitability of farm-
ing cannot be addressed solely through new agronomic
practices but need well-adapted cultivars that maintain
or improve yield as climate changes. AI innovations in
breeding for a future climate can mitigate economic risk
of crop failure and can transform breeding of crops that
are traditionally underfunded. Demographic shifts and

social acceptance: While there is substantial promise of
AI technology in agriculture, stakeholder acceptance and
adoption is not guaranteed, thus limiting broad societal
impact. Deeply embedded social scientists can provide
an understanding of catalysts and barriers to adoption
across the stakeholder value chain—breeders, producers,
industry, and consumers—to generate a virtuous feedback
cycle with foundational AI developments.

A predictive digital twin is a virtual simulation of
connected biological entities that assimilates sensor
updates to mirror the life cycle of its corresponding
biological system. We target the principled creation
of goal-oriented, AI-driven predictive models at the
individual plant scale, as well as the plot and field
scale. The advancements directly apply to climate
resiliency, sustainability, and producer profitability,
coupled with a social science thrust to maximize
stakeholder understanding, trust, and acceptance.

AI challenges: AIIRA has focused on the AI themes
below to create predictive tools—that generalize across
crops and geography—at the plant and field scales. We
cite selected recent works, with a detailed bibliography
of results available on the AIIRA webpage. Learning
with limited data: Given the scale and complex nature
of agricultural ecosystems, traditional AI/ML approaches
to training predictive models with sufficient accuracy
require an intractable amount of data. To address this,
AIIRA explores various approaches for doing more with
less (Chiranjeevi et al. 2023; Feuer et al. 2023).Data, knowl-
edge, and model fusion: Domain knowledge is currently
encoded in multiple forms that capture various aspects of
biology, physics, and agriculture. We explore principled
approaches for data, knowledge, and model fusion that
enable conceptualization and training (Chang et al. 2023).
Robustness, generalizability, and privacy: Once trained, the
models must be robust to variations in weather and sen-
sor data, and must respect privacy (training, inference)
as needed (Cho et al. 2022). Data relevancy: Current best
practices for mapping sensor measurements to relevant
plant characteristics are largely ad hoc. We are pursuing
novel sensing modalities as well as AI-enabled hardware
for identifying and characterizing relevant plant fea-
tures (Ibrahim et al. 2022). Continual distributed learning:
The geographically dispersed nature of predictive mod-
els at the field scale motivates a computational approach
that is naturally distributed (Esfandiari et al. 2021). We
are exploring approaches for continuously updating mod-
els with partial, multiscale, and multimodal data. Ability
to encounter new and challenging scenarios: We are devel-
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oping approaches that yield useful guiding principles even
with coarse or sparsely sampled data. Our approaches
promote the generalizability of the trained model in hith-
erto unseen scenarios. Connecting AI to action: Active
data collection and physical interventions are a critical
part of building and deploying the digital twin. We are
creating novel intelligent robotic systems that facilitate
flexible monitoring, timely interactions, and intelligent
tactile plant manipulations (Freeman et al. 2023).
Long-term goals and impacts: The overarching goal

of AIIRA is to democratize the power of AI-based pre-
diction for diverse agricultural applications, nurture and
grow the next generation of talent, and enable stake-
holders worldwide to increase productivity and reduce
environmental impact: Scientistswill use the goal-oriented
models to gain revolutionary new insights into genetics
and plant physiology, to increase the efficiency of breed-
ing, and tomore rapidly identify and select for desired traits
to adapt to changing environments and emerging diseases
and pests. Farmers or their advisors will use digital twin
modeling to optimize planting decisions and applications
of fertilizer, irrigation water, and pesticides to maximize
profit while minimizing environmental impact. As early
adopters, US farmers are expected to preferentially benefit
from these new technologies. Governments will use digital
twin predictions to identify which crops and practices are
best suited on regional and national scales, set incentive
policies, and undertake regional/national pest surveil-
lance. Ag companies will use digital twins to create more
effective precision management products and produce
climate-resilient germplasm. The rural entrepreneurship
ecosystem will be spurred by the use-inspired AI innova-
tions, workforce development, education, and knowledge
transfer activities.
AIIRA as an AI–Ag nexus: AIIRA engages AI experts

(including computer scientists, statisticians, data scien-
tists, and robotics engineers) with geneticists, crop breed-
ers, agronomists, and social scientists (spanning eco-
nomics, business, education, ethics, and sociology) with
established records of collaboration. Our diverse stake-
holder network (Figure 2)—consisting of industry, aca-
demic, government and nongovernmental organizations
(NGOs), NGOs that work in AI literacy, and extension
and producer groups—has enabled the intellectual out-
put of AIIRA to train a globally aware, AI-literate, and
diverse workforce.
Our diverse team includes world experts in AI, agri-

culture, and their intersection: (1) Universities: Iowa State
University (ISU, lead), CarnegieMellonUniversity (CMU),
University of Nebraska—Lincoln (UNL), New York Uni-
versity (NYU), George Mason University (GMU), Univer-
sity of Missouri (UM), and University of Arizona (UA); (b)
Industries: Microsoft, Google X (Mineral), Deere, Corteva,

F IGURE 2 AIIRA will orchestrate activities across multiple
organizations to create a collaborative nexus that results in a
resilient agricultural ecosystem.

Bayer, as well as several start-ups spanning the AI and
ag ecosystems; and (c) Government, commodity groups,
and NGOs: USDA-Agriculture Research Service groups,
Iowa Economic Development Agency (IEDA), Data and
Software Carpentries, North American Plant Phenotyp-
ing Network (NAPPN), various commodity groups (corn,
soybean, fruits and vegetables). This collaborative nexus
spans nine states across diverse environments, crops, and
stakeholders. Our team composition (33% women, 50%
people of color, 10%URM) ensures that we bring a diverse
spectrum of expertise and insight to leverage AI advances.
AIIRA team members initiated the earliest applica-

tions of AI/ML to the cyber-agricultural ecosystem. We
have pioneered the training of a diverse workforce that
bridges AI/ML with agriculture via NSF NRT, Data Sci-
ence for Public Good, and Women in Ag and AI programs.
Our cyberinfrastructure (CI) platform leverages the NSF-
funded CyVerse and democratizes AI innovations to the
ag community. Team members have leadership roles in
NAPPN, are laying the foundations for the new field
of cyber-agricultural systems, and are training our next
generation of scientific leaders and policymakers.

BROAD RESEARCH APPROACHES

A digital twin of the life of a plant or field will give
us the understanding and tools needed to increase the
resiliency of agriculture and to break through the ceiling
on agricultural productivity and profitability. This effort is
akin to other applications involving large-scale data ana-
lytics, such as (a) model-based weather prediction that
continuously incorporates new data, and (b) longitudinal
economic models with personalized financial plans for
each individual.
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The digital twin of an individual plant: As with any
living entity, a plant’s development depends on a wide
range of complex and intertwined factors. The properties
of a plant (its phenotype, 𝑃) are heavily influenced by
its genotype, 𝐺; the prevailing environment, 𝐸 (soil,
weather); management actions, 𝑀, by the grower (water,
fertilizer/pesticide usage, pruning); and the complex
interactions among these factors (𝐺 × 𝐸, 𝐺 ×𝑀, etc.).
Much is known based on experimentation about how 𝑃 is
determined by 𝐺, 𝐸, and 𝑀. However, this knowledge is
highly siloed, heavily parameterized (requiring calibration
for ad hoc plant parameters), and usually not transferable
to new situations. The broad availability of AI -driven
predictive models that continuously assimilates diverse
data to predict the development of a plant given 𝐺, 𝐸, and
𝑀 will transform how agriculture is managed. There is
no complete knowledge model for the development cycle
of a plant. A purely data-driven approach is infeasible
given the high-dimensional nature of the problem and
the requirement for exponential data sets for every single
plant. Instead, we integrate knowledge-based models
with sensor-based data. We consider knowledge models
to represent the known (but incomplete and/or uncer-
tain) dynamics of a plant’s development. This includes
well-established principles of water, gas, nutrient, and
carbohydrate transport; energy balance; and biochemistry,
photosynthesis, and genetic factors. The diverse set of
sensors that measure the physiological state (directly or
indirectly) provide an incomplete snapshot of the plant,
accounting for both modeled and unmodeled dynamics.
Ag impact: An open-source plant-scale predictive model

will transform plant genetics and breeding. Step changes
include (a) developing testable hypotheses, designing and
conducting experiments to enhance both our understand-
ing of crop biology and the accuracy of digital twins; (b)
reducing breeding costs and increasing genetic gain by
allowingmore virtual screening; and (c) enabling the iden-
tification of optimal ideotypes needed, for example, to
enhance the water-use efficiency (WUE) or nitrogen-use
efficiency (NUE) of crops.
The digital twin of a field: No two plants in a field are

truly isolated from each other. Neighboring plants shade
each other and compete for resources. The variability
in the microclimate (soil, weather, sunlight, topography)
with heterogeneity in nutrient/water availability can pro-
duce significant variability in growth, development, and
yield and thus necessitate variable management deci-
sions. We utilize a layered sensing strategy, including
drones and proximal sensors (see Figure 3), to provide
partial information on the state of the field, including
soil health (topography, soil type, organic matter, nutri-
ent, and water availability) and plant development state.
As with the plant-scale predictive model, the field-scale
models learn to predict the state of the field given partial,

F IGURE 3 Our principled nested approach to building
multiscale predictive models. At higher scales, multiscale,
multimodal data are fused with models of lower scales and domain
knowledge.

multiscale, multimodal, and multifidelity data along with
knowledge models. Here, the knowledge models consist
of (a) the plant-scale predictions, as well as (b) field-scale
environmentalmodels that include soil, microclimate, and
bio–eco–hydrological process models.
Ag impact: An open-source field-scale predictive model

will transform crop improvement and ag production oper-
ations. Step changes include (a) significantly reducing
irrigation/fertilizer/pesticide costs by identifying and mit-
igating hyper-localized problem spots; (b) distributed
autonomous crop management to make agriculture prof-
itable and safe; and (c) in silico approaches to complement
multi-environment trials for breeding, thus providing
capabilities such as scale-up and the ability to simulate
future climates. The low cost of these benefits will be
especially impactful for crops that are not well-funded.
The digital twin as a tool to broaden engagement

and promote acceptance of AI technology: A digital
twin will provide an easily accessible platform to help peo-
ple better understand both plant science and the potential
impacts of AI. Digital twin simulations can be presented
and “dissected,” allowing experts and nonexperts alike to
explore the interrelationships among the components that
drive plant growth, crop management, or policy. Users
can perform “what if” experiments that vary parameters
such as climate, input regime, and plant physiology and
then immediately observe the predicted result in terms
of plant productivity, environmental impact, or economic
gain. These capabilities will help build trust and promote
acceptance in AI technology. Finally, the digital twin can
be used to engage students in agricultural early in their
training and thereby grow the AI–Ag workforce.
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Abstract
TheAgAID Institute is aNationalAIResearch Institute focused ondevelopingAI
solutions for specialty crop agriculture. Specialty crops include a variety of fruits
and vegetables, nut trees, grapes, berries, and different types of horticultural
crops. In theUnited States, the specialty crop industry accounts for amultibillion
dollar industrywith over 300 crops grown just along theU.S. west coast. Specialty
crop agriculture presents several unique challenges: they are labor-intensive, are
easily impacted by weather extremities, and are grown mostly on irrigated lands
and hence are dependent onwater. The AgAID Institute aims to develop AI solu-
tions to address these challenges, particularly in the face of workforce shortages,
water scarcity, and extreme weather events. Addressing this host of challenges
requires advancing foundational AI research, including spatio-temporal system
modeling, robot sensing and control, multiscale site-specific decision support,
and designing effective human–AI workflows. This article provides examples of
current AgAID efforts and points to open directions to be explored.

INSTITUTE OVERVIEW

Agriculture is on the cusp of a fourth revolution and
digital technology combined with AI is expected to play
a pivotal role. Responding to this need, the AgAID
Institute has been established as one of the U.S.-based
National AI Research Institutes, with the goal of advanc-
ing and deploying AI technologies and workflows in
agriculture. The AgAID Institute is unique with its
focus on specialty crop agriculture, which represents a
multibillion dollar industry with over 300 crops grown
just along the U.S. west coast. This includes a vari-
ety of tree fruits, vegetables, nut trees, berries, grapes,
and numerous other horticultural crops. Production
of specialty crops presents several distinct challenges,

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the
original work is properly cited.
© 2024 The Authors. Association for the Advancement of Artificial Intelligence.

which AI and digital technology are uniquely placed to
tackle:

(a) This industry is labor-intensive, accounting for well
over 80% of the U.S. agricultural labor workforce.
However, farmers face uncertain and variable prof-
itability due to increased labor costs and a shortage of
skilled labor.

(b) Weather extremities are increasingly common amidst
long-term regional climactic shifts, which poses sig-
nificant risks for major crop losses, poor yields, and
degraded quality.

(c) Most specialty crops are grown on irrigated lands, and
therefore water scarcity, droughts, and other climate-
induced risks pose significant challenges to watershed
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and irrigation district managers whomustmake water
allocation decisions.

A key question at the institute is how to leverage the
recent, rapid progress in AI to effectively address these
challenges. While many ideas, techniques, and systems
from state-of-the-art AI are relevant to specialty crops, they
are usually not sufficient. Indeed, the characteristics of
specialty crops require advancing important AI frontiers,
including:

(a) Handling limited, missing, and noisy data due to
expensive data collection activities and imperfect sen-
sors. These data characteristics are very different from
typical AI benchmarks, which are often large and
sanitized.

(b) AI systems for agriculture must be safe in the sense
that they do not lead to worse outcomes for farm-
ers. This involves quantifying model uncertainty for
decision support and avoiding crop damage by robotic
systems.

(c) Full AI-based automation will typically not be possi-
ble or even desirable. Rather, we must design effective
human–AI workflows, both for decision support and
robot-assisted labor.

Addressing these frontiers can both dramatically
improve agricultural outcomes and fundamentally
advance general AI techniques and practices.

ONGOING RESEARCH

AgAID research efforts are organized into three major
use-inspired thrusts: labor intelligence, farm operations
intelligence, and water intelligence. In addition, there is a
cross-cutting human–AI thrust, which aims at developing
workflows for human–AI partnerships.
In what follows we provide specific examples of projects

that are representative of ongoing efforts within these
different thrusts. For amore complete list of projects, prod-
ucts, and team information, please refer to the AgAID
Institute website https://agaid.org/.

Farm operations thrust: Frost mitigation

Frost damage to crops, such as grapes and cherries, due to
cold temperatures in the late fall and early spring can sig-
nificantly decrease yields. Thus, farmers deploy expensive
frost mitigation measures, such as wind machines, sprin-
klers, and torches, to avoid damage when temperatures
are low. However, deciding when temperature forecasts

F IGURE 1 (Top) Daily max/min temperatures measured at a
nearby weather station. (Bottom) 𝐿𝑇𝐸

50
is a cold hardiness

measurement that indicates the temperature at which 50% of the
grape buds will freeze. Notice the significant variation across
cultivars.

are low enough to warrant expensive measures is chal-
lenging due to the unknown cold-hardiness state of the
plant. Cold hardiness is a measure of the temperature
at which lethal freezing occurs in a plant and changes
through biological processes during the dormant season
(fall, winter, and spring). As shown in Figure 1, cold
hardiness varies throughout the season, with lethal tem-
peratures decreasing due to acclimation in the fall and
increasing due to de-acclimation in the spring. Unfor-
tunately, empirically measuring cold hardiness requires
expensive, specialized equipment (Mills, Ferguson, and
Keller 2006). Thus, farmers must rely on cold-hardiness
estimates from models or historical rules-of-thumb to
inform their mitigation decisions.
While scientific models of cold hardiness have been

developed based on biological principles (Ferguson et al.
2011, 2014), they are currently simple, (near) linear models
that only use daily temperature as input. Rather, cold har-
diness is also believed to be influenced by other weather
factors, such as humidity and precipitation, in nonlinear
ways. This suggests the potential of modern deep models
for capturing these more complex relationships. In par-
ticular, we consider training recurrent neural networks
(RNNs) to predict daily cold-hardiness based on the history
ofweather data up to each day.Akey challenge, however, is
that the available ground-truth cold-hardiness data is quite
limited. For some grape cultivars, as much as 30 seasons of
data is available at a biweekly sampling rate andRNNmod-
els were able to significantly improve over prior scientific
models. However, for many other cultivars only a handful
of seasons were available and the prediction accuracy of
RNNs was poor compared to current models.
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One way to address the small-data challenge is to rec-
ognize that while cold-hardiness responses differ across
cultivars, there is also a significant shared structure since
the cultivars are all from the same plant species. For this
purpose, we have designed and evaluated multitask learn-
ing (MTL) models that allow for combining data across
multiple cultivars (i.e., each cultivar being a task) in order
to improve predictions for each individual cultivar (Saxena
et al. 2022). The results show that RNNs trained via MTL
yield improved accuracy over the prior state-of-the-art sci-
entificmodels for almost all cultivars, including thosewith
small data. Importantly, ourMTL approaches are simple to
implement as wrappers around existing single-task mod-
els, which supportswider applicability to applicationswith
similar structure.
There are several avenues of related work to explore.

First, there may be value in combining data from quali-
tatively different prediction tasks. For example, historical
data have been collected on the dates of certain pheno-
logical events for grapes and other plants. Second, there
are many other prediction problems in agriculture that
may benefit from combining small datasets across related
tasks—for example, combining datasets across individ-
ual farms, where each farm may only have a small
number of seasons of data, or combining data about indi-
vidual trees or field regions, which have both common
and distinct characteristics. Third, there are orthogonal
avenues for addressing small-data problems, such as inte-
grating scientific knowledge to constrain or better inform
learned models.

Labor thrust: Intelligent pruning

Dormant season pruning (i.e., after leaf drop) is a labor-
intensive orchard activity critical for producing high yields
of quality fruit such as cherries, apples, and pears. Prun-
ing (i) removes diseased, vigorous, or otherwise unwanted
parts of the tree to maintain/improve the plant’s growth
and nutrition; (ii) enhances the distribution of sunlight
throughout the canopy; and (iii) influences bud spacing
and crop load. A major challenge facing tree fruit grow-
ers worldwide is the increasing difficulty in finding skilled
orchard workers for activities such as pruning. Today,
there are no commercially available autonomous prun-
ing systems. Some of the technical challenges that make
autonomous pruning difficult include:Perception: Small,
thin features such as limbs and fruit buds are difficult
to image outdoors. The environment is unstructured with
background “noise” from adjacent orchard rows, and over-
lapping branches in images make it difficult to determine
which branches belong to which trees. Decision mak-
ing: Pruning is plant and cultivar-specific and depends

F IGURE 2 Our pruning robot during field trials. The pruning
controller was trained entirely in simulation (You, Parayil, et al.
2022).

on many variables (e.g., type and age of cultivar, previous
growth and crop-yield behavior, orchard system, the cur-
rent and potential environmental conditions, and desired
crop load and quality). How these variables combine to
produce cut decisions for a specific branch is unknown.
Mapping actions to outcomes: Pruning actions taken
during the winter will partially affect tree growth, fruit
yield, and fruit quality over the following 9–12 months.
Other factors that impact outcomes include fertilization,
irrigation, pollination, weather conditions, and so forth.
Mapping the direct relationship between physical cuts and
harvest yields in the presence of multiple other influenc-
ing variables is complex. Physical pruning: Trees have
unique and variable geometries, there are rigid obstacles
present in the environment (e.g., posts and trellis wires),
and accurate cuts of small, compliant features require
high precision and control. AI tools have tremendous
potential to advance the state-of-the-art in autonomous
pruning. One area that we are exploring is the use of
digital orchard environments to develop robot controllers
and perception models. Data collection and labeling in
the real orchard environment is resource-intensive; there
are also seasonal constraints that limit when data can
be collected (e.g., blossoms may only be on the tree for
a few days). We have recently used simulated orchard
environments and synthetic data to train pruning con-
trollers (You, Kolano, et al. 2022) as well as perception
models for foreground/background segmentation (You,
Grimm, and Davidson 2022). Recent field trials (Figure 2)
show that these models can be successfully transferred
to the real world (You, Parayil, et al. 2022). Developing
effective approaches for this type of “sim-to-real” trans-
fer is one of AgAID’s fundamental AI contributions with
wide applicability.
Another opportunity for AI is assisting with the deci-

sion of where to cut. Currently, pruning decisions are
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intuitive—workers rely on visual and spatial heuris-
tics learned from repetition and experiential learning.
Automating pruning requires making the intuitive and
implicit decision-making process explicit and algorithmi-
cally representable. To better understand the complexities
of the decision-making process, we recently conducted
a series of formal studies, including in-person formative
interviews and observations, with three groups of prun-
ing stakeholders: horticulturalists, growers, and pruners.
An important result from our human studies is a prun-
ing terminology set that can be used to communicate with
stakeholders about pruning heuristics and begin to map
global pruning contexts to local pruning cuts.
One unexplored area that we are particularly interested

in for future study is integrated horticultural–robotic sys-
tems. Robots can record every cut that theymake. By using
the same machines to then record blossom distributions,
vigor, crop load, and so forth at the individual plant level,
we can better understand the link between pruning strate-
gies and the horticultural outcomes most important to
the growers’ bottom line: fruit yield and quality. We envi-
sion an interactive feedback loop whereby the actions and
results recorded by robots can be used by growers and hor-
ticulturalists to tune their decisions and, potentially, design
trees that are “optimal” for robots.

Water thrust: Streamflow prediction

Intelligent stewardship and management of water require
answering two key questions: (1) How does precipitation
translate to spatiotemporalwater availability?, and (2)How
can we optimize water allocation to make it available
when and where it is most needed? We hypothesize that
AI-enabled solutions can address them.
Water availability is inherently a complex systems prob-

lem, shaped by both natural phenomena and human
actions. Streamflow estimates are typically obtained via
hydrological models, which take meteorological inputs
(temperature, precipitation, radiation, wind speed, humid-
ity, etc.), land surface characteristics such as types of vege-
tative cover/land use (forests, grassland, agricultural land)
and soil characteristics. These scientific models solve dif-
ferential equations related to the water and energy balance
to calculate water and energy fluxes in the stream to quan-
tify streamflow. However, the current scientific models
are based on simplifying assumptions and/or incomplete
knowledge, which introduces bias leading to a loss in accu-
racy and generalizability. Also, the predictions from scien-
tificmodels donot comewith uncertainty estimates,which
are critical for making water management decisions.
An alternative approach is to leverage the advances in

deep temporal models for streamflow prediction. How-

ever, this approach comes with some unique challenges:
(a) lack of available ground-truth data, and (b) can pro-
duce results that are inconsistent with physical laws. To
address these challenges, we are currently exploring prin-
cipled methods to synergistically combine deep temporal
models with domain knowledge in the form of scientific
models. This is done by incorporating explicit physical
laws into the training of deep temporal models to get phys-
ically consistent predictions. Our current experimental
results on real data over multiple watersheds demonstrate
significant improvements over the scientific model base-
line VIC-CropSyst (Malek et al. 2017). To quantify the
uncertainty in predicting streamflows, we are exploring
two wrapper approaches on top of the deep temporal
model using the frameworks of Gaussian processes and
conformal prediction.
One unexplored but important challenge is to model

and reason about the human influence on water avail-
ability to further improve accuracy. The spatiotemporal
human–water nexus includes considering multiple hard-
to-quantify aspects: (a) infrastructure (e.g., reservoirs) that
alter temporal signatures; (b) infrastructure (e.g., irriga-
tion canals) that alter the spatial water flow-path; (c)
cropping systems and management that affect spatiotem-
poral consumptive use; and (d) human behavior, decisions
under different water scarcity, and institutional contexts.
This problem is particularly challenging because we have
limited data about human influence.

Human–AI partnerships

Enabling agricultural stakeholders to actually benefit from
AI tools is central to advancing AI adoption and amplifi-
cation of outcomes. Since humans are diverse, we do not
assume that agricultural populations will all interact with
AI tools in uniform ways. Instead, we are going to where
these diverse agricultural stakeholders are, not only phys-
ically but also in terms of the diverse ways they reason
and problem-solve.
Toward this end, in addition to formative and summa-

tive empirical work with our human stakeholders, we are
using two systematic methods: GenderMag (Burnett et al.
2016) and SocioEconomicMag (Agarwal et al. 2023). Gen-
derMag and SocioEconomicMag are systematic processes
for finding and fixing “above-the-hood” (i.e., visible to a
human user) biases against problem-solving approaches
favored by certain genders and socioeconomic statuses. For
example, in an investigation of more than 1000 AI stake-
holders, GenderMag revealed that the AI products were
skewed away from women’s problem-solving styles.
To avert, detect, and ameliorate such biases, sev-

eral AgAID teams are using GenderMag and/or
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SocioEconomicMag to improve their products’ abili-
ties to serve diverse agriculture stakeholders. For example,
pertinent to both the frost mitigation andwater availability
works, teams working on predicting weather and other
environmental stressors have used GenderMag to find
and fix over 30 over-the-hood biases in their design-stage
interface planning. Another AgAID team working on
intelligent pruning is using SocioEconomicMag to facil-
itate the relationship between diverse humans and the
emerging robotic pruners.
Our work to avoid such over-the-hood biases is impor-

tant to our goals because the presence of these biases
interferes with AgAID’s basic principles relating to adop-
tion and amplification. A different approach might be
to “fix the users,” by training them to use the AI tools
“as intended”, however, doing so would be insufficient
and counterproductive. It would be insufficient because
some attributes are deeply entrenched, such as someone’s
attitudes toward risks or need for control. It would be
counterproductive because organizations, businesses, and
environments need diversity of thought to thrive (Page
2008). For these reasons, we believe it is more beneficial
to our agriculture stakeholders to help diverse problem-
solving approaches to flourish than to attempt to eliminate
the diversity.

LOOKING AHEAD

Will AI be a key ingredient of Agriculture 4.0? A “yes”
answer entails overcoming the obstacles toward wide-
scale adoption of AI by often skeptical stakeholders.
The thin margins of agriculture require that AI solu-
tions demonstrate bottom-line utility while directly facing
messy real-world realities including seamless transfer of
technologies across different cropping systems. The diver-
sity of stakeholders (managers, workers, policymakers)
requires careful design of effective AI–human workflows.
These are some of the key challenges that AgAID and other
researchers aremaking steady progress on, but we are only
at the early stages of the journey.We hope to seemany oth-
ers join-in pursuit of a more secure future for people who
need to be fed and the people who feed them.
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Abstract
The NSF AI Institute for Research on Trustworthy AI in Weather, Climate,
and Coastal Oceanography (AI2ES) focuses on creating trustworthy AI for a
variety of environmental and Earth science phenomena. AI2ES includes lead-
ing experts from AI, atmospheric and ocean science, risk communication, and
education, who work synergistically to develop and test trustworthy AI meth-
ods that transform our understanding and prediction of the environment. Trust
is a social phenomenon, and our integration of risk communication research
across AI2ES activities provides an empirical foundation for developing user-
informed, trustworthy AI. AI2ES also features activities to broaden participation
and for workforce development that are fully integrated with AI2ES research on
trustworthy AI, environmental science, and risk communication.

INTRODUCTION TO AI2ES

The NSF AI Institute for Research on Trustworthy AI in
Weather, Climate, and Coastal Oceanography (AI2ES) is a
convergent center focused on AI for the Earth and envi-
ronmental sciences (ES) (McGovern et al. 2022). We are
developing novel AI methods for real-world high-impact

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any medium,
provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made.
© 2024 The Authors. Association for the Advancement of Artificial Intelligence.

environmental use cases that ensure that we address the
entire chain of relevant issues.
AI2ES has two primary goals. First, we are advancing

the state-of-the-art of foundational research in AI, ES, and
RC. Second, we are advancing understanding and predic-
tion of weather phenomena to improve societal resilience
to climate change and save lives and property. To achieve
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F IGURE 1 Underlying research structure of AI2ES,
highlighting the synergistic cycle of AI, ES, and RC research. Our
commitment to ethical, responsible, and use-inspired research
underlies all that we do.

these goals, we address three key topics: (1) Ensuring that
the developed AI methods are trustworthy1 and meet the
needs of diverse groups of end-users; (2) developing novel
AI that revolutionizes our understanding and prediction
of high-impact environmental phenomena; and (3) creat-
ing new educational pathways to develop a larger andmore
diverse AI/ES workforce.
Creating trustworthy AI for ES requires AI2ES to

address several key challenges. First, many AI for ES
applications directly impact lives and property. Further-
more, the AI methods are to be used in time-critical
situations. The phenomena of interest are often rare, lead-
ing to a sparsity of labeled training data; the available
data are multiscale and heterogeneous. ES applications
provide an additional challenge that does not occur in
many other AI applications: the need for AI models to
be physically grounded while capturing complex nonlin-
ear relationships. Finally, we must identify what is needed
for the AI to be deemed trustworthy by a diverse set
of end-user groups and create the necessary methods to
achieve this.
The institute’s work is structured as outlined in Figure 1.

Shown on the left is our key synergistic cycle that con-
nects foundational research in three areas: AI, ES, and RC.
Likewise, our AI workforce development and broadening
participation efforts (shown in the middle) are also syner-
gistic and build on our foundational research. Underlying
all that we do is a focus on ensuring that our AI is ethical,
responsible, and use-inspired.

AI2ES RESEARCH

Given the overview nature of this paper, we highlight key
research in each of the three areas of the synergistic cycle
from Figure 1.
Generative AI: Generative AI, in particular attention-

basedmodels, such as transformers, are enabling the devel-
opment of powerful AI-driven global weather forecasting

models. These AI models execute up to 1000× faster
than the numerical weather prediction (NWP) models
currently used operationally for weather forecasting, and
are starting to reach the resolution and accuracy of NWP
models. However, pixel-based accuracy is not a sufficient
measure for the usefulness of these models for real-world
weather forecasting. Do these models properly predict the
key features of storm fronts and tropical cyclones? Do they
capture the extremes of heat waves and precipitation?
Are the predicted fields consistent? Answering these
questions requires expertise in both generative AI, but
and meteorology, a perfect task for AI2ES. We are working
with private industry and NOAA to evaluate such models
and provide feedback to developers (Ebert-Uphoff and
Hilburn 2023).
Robust AI: We are developing a set of robust methods

for learning models from imperfect data. One aspiration
is to address the class imbalance and rare event prob-
lems, including characterizing the sample sizes needed for
achieving certain guarantees in performance. In Diochnos
and Trafalis (2021), we show that any learning algorithm
that generates a probably approximately correct (PAC)
model can be extended to learn a model that also has high
recall and high precision, while maintaining the efficiency
of the original algorithm.
We are also working to ensure that our AI meth-

ods are robust to noise and missing data. In Flansburg
and Diochnos (2022), we show that 𝐿

1
-regularization

can be an effective defense mechanism for regression
models that are subject to certain training-time attacks,
complementing a property of 𝐿

1
-regularization known

for classification models under test-time attacks. We are
currently exploring semi-supervised learning to build-in
robustness to labels that are noisy or that are missing
altogether.
Explainable and interpretable AI (XAI/IAI):

Explaining predictions of AI models is one aspect of
trustworthiness for end-users. The need to peer inside
the black box of AI and what the end-users need to see
of what the AI model is predicting is context dependent
(Wirz et al.). This includes visualizing input–output
relationships on data and other aspects of explana-
tion such as case studies and failure modes (Cains
et al. 2023).
Most XAI methods were not developed for ES domains

and understanding their applicability to the highly spa-
tially and temporally auto-correlated data prevalent in ES
domains needs to be investigated. Furthermore, most XAI
methods related to image-based tasks yield so-called atten-
tion maps that indicate where in an input image, a neural
network paid the most attention. However, different XAI
methods yield greatly differing attention maps. Lastly, the
resulting attention maps are usually interpreted visually
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by AI developers for clues on the strategies the neural
network is using, introducing a large potential for subjec-
tivity in interpretation. To address all of these aspects, we
developed two synthetic benchmarks (Mamalakis, Barnes,
and Ebert-Uphoff 2022; Mamalakis, Ebert-Uphoff, and
Barnes 2022) representative of Earth science processes that
provide ground truth not only for the neural network pre-
diction, but also for the corresponding attention maps.
Using these benchmarks, we identified key characteristics
of XAI methods for attention maps. This allowed us to
identify which XAI algorithms aremost suitable to address
certain science questions and how their differing results
should be evaluated (Mamalakis, Barnes, and Ebert-
Uphoff 2022; Mamalakis, Ebert-Uphoff, and Barnes 2022).
Furthermore, while post hoc XAI methods focus on the

regions of the input that were most relevant to the net-
work’s prediction, they do not tell how the prediction was
made (Rudin 2019). Our team is building a suite of inter-
pretable neural network architectures that mimic the way
scientists interpret weather and climate patterns, allowing
the full decision making process to be tracked from start to
finish. One example of our IAI networks uses prototypical
samples (i.e., “this looks like that”) from the training input
to classify new samples at inference. However, for weather
and climate prediction, the global locations of atmospheric
and oceanic phenomena are vital in understanding and
predicting their downstream impacts on weather and cli-
mate extremes. Thus, our modified IAI network encodes
the spatial location of the prototypes as well, that is, “this
looks like that there” (Barnes et al. 2022). In this context,
we are also currently developing an explanation method
for image classification, where we do not allow overlap-
ping regions of an image to be plausible explanations for
different classes.
Uncertainty quantification (UQ): Given that many

environmental applications involve life-and-death deci-
sion making, integrating uncertainty quantification into
AI models that support the decision making process is
crucial. Our focus on UQ includes understanding the lim-
itations of existing methods for UQ for ES, developing
novel methods to represent uncertainty, and approaches
for communicating and visualizing uncertainty for and
with end-users. For example, in Haynes et al. (2023), we
review six different UQ approaches for neural networks—
from simple approaches to Bayesian neural networks—
and apply them to two environmental case studies. We
also highlight four different ways to evaluate such uncer-
tainty estimates, and use the case studies to illustrate how
to use them to identify which UQ methods yield reliable
estimates.
Responsible and ethical AI for ES: The use of AI is

growing exponentially across society, as well as within the

sciences. With this use, comes an increased understanding
of the need for ethical and responsible development and
deployment of AI for many use-cases. However, many AI
developers for ES do not see how the issues in the news
with AI affected their work on AI for ES applications. We
published an in-depth series of examples demonstrating
howAI can gowrongwhen naively applied to ES problems
(McGovern et al. 2022).
In our current work, we are focusing on the issue of bias

in AI models, specifically examining it for ES applications
(McGovern et al. 2023).While bias is not the only issue that
needs to be addressed for ethical and responsible use of AI,
it is a key issue. We have developed a classification of bias
modeled after the more general one discussed in NIST’s AI
risk management work. In our current work, we are div-
ing deeply into our four main bias categories and showing
how AI developers can address and manage these risks for
ES applications.
Use inspired research in ES: Grounding our

research: All of our work is use-inspired by phenomena
in atmospheric sciences and coastal oceanography. Our
use cases include: (1) convective hazards, meaning those
that are associated with strong thunderstorms, including
wind, hail, lightning, and tornadoes; (2) winter weather,
including visibility, snowfall, and freezing rain; (3) coastal
phenomena, including fog, forecasting cold stunning
events to save sea turtles, and understanding harmful
algal blooms; (4) tropical cyclones; (5) subseasonal to
seasonal prediction of diverse high-impact phenomena
including excessive rainfall events.
Risk communication: A crucial but often neglected

topic is how fundamental advances in AI for predictions of
ES hazards can be developed to provide information that
is needed, trusted, and used by professionals, scientists,
and expert decision makers, such as weather forecasters,
transportation officials, emergency managers, and nat-
ural resource managers. Treating AI models and XAI
as forms of risk information, the RC team leads con-
vergent, interdisciplinary, multimethod research across
AI2ES on trustworthy AI. Initial studies have included ES
use cases such as severe hail, storm mode, and coastal
fog, with a focus on forecasters’ assessments of poten-
tial use and trustworthiness of AI-based guidance, and
how factors such as model verification and the abil-
ity to interact with the model output influence those
assessments. Drawing on research from fields as diverse
as risk communication and management, organizational
and social psychology, human–AI teaming, and trust
in automation, the team is contributing methodological
insights, as well as fundamental insights into the con-
textual and subjective nature of trusting and assessments
of trustworthiness.
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EDUCATION, WORKFORCE
DEVELOPMENT, AND OUTREACH

Our efforts to broaden participation and workforce
development are strongly connected. We overview key
parts here.
Developing an AI certificate program at Del Mar

community college: Our core components in the area
of education include close collaboration with a Hispanic
Serving Institution (HSI) community college. DelMar Col-
lege (DMC) is a 2-year community and technical college
located in Corpus Christi Texas and leads the AI2ES effort
to bring AI and machine learning technologies to the local
workforce. The research team of four educators at DMC
has led the design and creation of a new Occupation Skills
Award degree program, consisting of five courses. Three
of the five courses are new for the Award and deal with
AI in general and machine learning algorithms for GIS
technology specifically. The courses have all been taught
to three cohorts of learners, leading to two cohorts of grad-
uates,most of whom transferred to our partner TexasA&M
University—Corpus Christi (TAMU-CC) to continue their
research and education in the ES.
Core diversity efforts: Both DMC and TAMU-CC

are HSIs, with major minority student populations.
DMC has made significant efforts to recruit both women
and minorities into their AI program. The college has
participated in numerous public recruitment efforts
revolving around public events including annual GIS Day,
Earth/Bay Day, and Hurricane Conference events. To
create a sustainable pipeline of secondary students from
high school to the college, annual summer STEM camps
have focused on local middle and high school students,
with an emphasis on minority girls. Research has noted
the need for outreach and recruitment in the middle
school years for girls, since they form their life goals and
plans much earlier than boys of the same age. The college
has completed two successful summer bootcamps, with
2023 adding returning campers to expand upon their
technology exposure and reinforce their bonds with DMC.
The DMC activities, some in collaboration with TAMU-

CC students and faculty, are the foundation of an AI2ES
student pipeline. Students enrolled in the newDMCGeoAI
classes and other computer science classes are introduced,
or reintroduced, to AI2ES opportunities. The close collabo-
ration betweenDMC and TAMU-CC faculty facilitates this
bridge. While the two organizations are in the same city,
the type of students enrolling at each institution is quite
different due to financial constraints and cultural differ-
ences, including not being familiar with the opportunities,
career paths, and financial support possible through
higher education. Pairing a community college and a

university with overlapping programs has been a very
productive practice to recruit a broader range of students
and launch them on an AI career for AI2ES. Community
College students are more likely to be first generation,
underrepresented minority, and not be aware of STEM
opportunities or their own potential. At present, seven
DMC students have been hired as undergraduate research
assistants at TAMU-CC while still being enrolled at DMC.
The context of a large AI institute has been invaluable for
these students. The biweekly site-wide meetings, and par-
ticularly participating in the AI2ES first live meeting and
presenting or co-presenting at the American Meteorolog-
ical Society conferences (15 student presentations in 2023)
have opened the eyes of many of these students to broader
possibilities and will help diversify our field. They now
dream bigger.
Internships andcollaborationwith industry: AI2ES

industry partners comprise an Industry Advisory Board
that offers their perspective on how the institute’s research
can help address important problems in the private sec-
tor. Industry collaborators are involved in many aspects
of the Institute’s research areas, participate as mentors for
student research projects, and offer summer internships.
These activities help prepare students for the workforce
while also catalyzing the transition of AI2ES research into
operations, thereby broadening the Institute’s impact and
enhancing its service to society.

EXAMPLE SUCCESS STORIES: TEXT
BOXES

Uncertainty quantification for tropical cyclone
intensity and track forecasts: Uncertainty quantifica-
tion and communication can be incredibly challenging.
We have explored a simple method for adding uncer-
tainty to almost any neural network regression task via
estimation of a general probability distribution (Barnes,
Barnes, and DeMaria 2023). We showed that this intuitive
approach can improve current tropical cyclone forecasts
of intensity, as well as their track, by adding uncertainty
estimates to an otherwise deterministic prediction. This
approach and product is currently being tested at the
National Hurricane Center.
Advancing the conceptualization of trustworthi-

ness: Drawing on trust-related literature across multiple
disciplines and fields, we have synthesized knowledge on
interpersonal trust, trust and risk perceptions, and trust
in automation (Bostrom et al. 2023; Wirz et al.). This syn-
thesis of trust theory, along with our ongoing empirical
research, informs our (re)conceptualization of trustwor-
thiness as being in practice a user’s subjective assessment

 23719621, 2024, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/aaai.12160, W

iley O
nline L

ibrary on [20/03/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



AI MAGAZINE 109

for a specific situation, which may be affected by time
pressure and decision stakes, even when an AI/ML model
has been developed in accordance with trustworthiness
standards. The resulting potential misalignment between
developers and users is analogous to mismatches found
historically between lay and expert risk assessments of
other technologies, such as nuclear power. The AI2ES risk
communication team is co-producing these syntheses and
studies that build on them with AI/ML developers and
environmental scientists to advance the evaluation and
treatment of AI/ML trustworthiness in the ES.

CONCLUSIONS

AI2ES is leading the development ofAImodels forweather
and climate applications. The foundationalmethods devel-
oped by AI2ES will revolutionize our ability to predict,
understand, and communicate a variety of high-impact
weather hazards.
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Abstract
The NSF AI Institute for Artificial Intelligence and Fundamental Interactions
(IAIFI, pronounced /aI-faI/) is one of the inaugural NSF AI research institutes
(https://iaifi.org). The IAIFI is enabling physics discoveries and advancing foun-
dational AI through the development of novel AI approaches that incorporate
first principles from fundamental physics. By combining state-of-the-art research
with early career talent and a growing AI + physics community in the Boston
area and beyond, the IAIFI is enabling researchers to develop AI technologies to
tackle some of themost challenging problems in physics, and transfer these tech-
nologies to the broader AI community. Since trustworthy AI is as important for
physics discovery as it is for other applications of AI in society, IAIFI researchers
are applying physics principles to developmore robust AI tools and to illuminate
existing AI technologies. To cultivate human intelligence, the IAIFI promotes
training, education, and public engagement at the intersection of physics and
AI. In these ways, the IAIFI is fusing deep learning with deep thinking to gain a
deeper understanding of our universe and AI.

INTRODUCTION

Artificial intelligence (AI) is transforming many aspects
of society, including the ways that scientists are pursu-
ing groundbreaking discoveries. Formany years, physicists
have been at the forefront of applying AImethods to inves-
tigate fundamental questions about the universe. Building
on these successes, researchers at MIT, Harvard, North-
eastern, and Tufts founded the Institute for Artificial Intel-
ligence and Fundamental Interactions (IAIFI, pronounced
/aI-faI/)1 as one of the inaugural National Science Foun-
dation AI research institutes, with a focus on the inter-
disciplinary field of AI + physics. IAIFI is developing and

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial License, which permits use, distribution and reproduction in any
medium, provided the original work is properly cited and is not used for commercial purposes.
© 2024 The Authors. AI Magazine published by John Wiley & Sons Ltd on behalf of Association for the Advancement of Artificial Intelligence.

deploying the next generation of AI technologies to tackle
some of the most challenging problems in physics, from
precision calculations of the structure of matter to gravita-
tional wave detection of merging black holes. Simultane-
ously, IAIFI researchers are leveraging first principles from
physics to drive AI innovation, based on the transforma-
tive idea that artificial intelligence can directly incorporate
physics intelligence, from developing a better understand-
ing of deep learning theory to improving robot locomotion.
The IAIFI is working to establish the Boston area—

where there is already a criticalmass of researchers leading
the way in AI + physics, many of whom are represented
in the leadership of IAIFI—as a hub for state-of-the art
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research and interdisciplinary collaboration in this field,
with far-reaching impacts both geographically and scien-
tifically. By localizing the community of researchers and
enabling regular in-person interactions, IAIFI is able to
conduct research in a broad range of scientific domains,
and can then serve as a nexus point for research at this
intersection more globally as IAIFI researchers collabo-
rate across their domains. By leveraging this community
of researchers, the IAIFI is also prioritizing education,
engagement, and ethics inAI+physics, contributing to the
future of the field. Together, IAIFI researchers are fusing
the deep learning revolutionwith the time-tested strategies
of deep thinking in physics to gain a deeper understand-
ing of our universe—from the smallest building blocks of
nature to the largest structures in the universe—and of the
principles underlying intelligence itself.

STATE-OF-THE-ART RESULTS

IAIFI research teams led by faculty and postdoctoral
researchers hired through the IAIFI Fellows Program2 are
producing state-of-the-art results with applications across
physics and AI. For many physics problems, the gov-
erning equations that encode the fundamental physical
laws are known. However, undertaking key calculations
within these frameworks—essential to test our under-
standing of the universe and guide physics discovery—can
be computationally demanding or even intractable. IAIFI
researchers are developing AI for such first-principles
theory studies, which require AI approaches that rigor-
ously encode physics knowledge. One such application is
focused on developing AI methods for performing calcula-
tions involving the strong nuclear force that binds quarks
into protons and neutrons, and protons and neutrons
into nuclei. IAIFI researchers have been leading different
efforts to develop novel machine learning algorithms to
address this challenge.
For example, a research team—led by Phiala Shanahan

(MIT) and her group, including IAIFI FellowDenis Boyda,
in collaboration with colleagues at DeepMind—has devel-
oped machine learning architectures that incorporate the
physical symmetries of the theory of quantum chromo-
dynamics, incorporating guarantees of exactness into the
novel AI algorithms (Boyda et al. 2021) (see Figure 1), thus
ensuring that the fundamental laws of physics are pre-
served in the calculations while increasing efficiency and
speed. If these results can be successfully scaled up to cur-
rent state-of-the-art applications, they will enable novel
first-principles studies of nuclear and particle physics.
Beyond the domain of physics, this work can be used
in robotics or for artificial limbs, where exact rotational
symmetries inherently arise in joints.

F IGURE 1 From https://arxiv.org/abs/2008.05456:
Visualization of the complex symmetry space of variables in
first-principles theoretical physics calculations, which has been
built into machine learning models.

Incorporating physics principles into AI is also having
a major impact on many experimental applications, such
as designing AI methods that are more robust and more
easily verifiable. IAIFI researchers are working to enhance
the scientific potential of various facilities, including at
the Large Hadron Collider (LHC), working on the CMS
and LHCb experiments, and at the Laser Interferometer
Gravity Wave Observatory (LIGO).
The IAIFI LHCb group, led by IAIFI Deputy Director

Mike Williams (MIT), has developed a novel type of
neural network that guarantees the interpretability and
robustness required for use in real-time data processing at
the LHC—applications with some of the largest data rates
in the world. This ensures that researchers working on
the LHC will be able to understand how a neural network
makes its data processing decisions—for example, how
it determines whether to flag a piece of data for further
investigation or discard it. Since verification and inter-
pretability of AI solutions are also important in other
AI application domains, it is not surprising that these
novel neural networks developed for the LHC have also
been shown to beat state-of-the-art models in various
problems in other domains, including criminal justice,
medicine, and finance (Kitouni, Nolte, and Williams
2022). A related effort led by the IAIFI CMS group, led
by Phil Harris (MIT), is in the area of ultra-low-latency
AI inference (optimized to process large amounts of
data with minimal delay), where neural networks make
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decisions in less than a microsecond, motivated by the
relentless pressure of the LHC’s 40 MHz proton-bunch
collision rate. IAIFI technology here is also being applied
to other domains where real-time decision-making is
critical3.
At LIGO, Lisa Barsotti (MIT) is collaborating with IAIFI

Fellow Ge Yang and Pulkit Agrawal (MIT) to explore ways
to introduceAI to control the experiment. They are starting
by studying how to use reinforcement learning to optimize
LIGO performance by controlling LIGO’s squeezed vac-
uum system, which is a complex opto-mechanical system
involving multiple feedback loops that needs to be opti-
mized depending on several changing parameters (Whittle
et al. 2023).
These and other results of IAIFI research have ground-

breaking implications for not only fundamental physics,
but also for AI innovation, as they help us develop AI
tools that will be used across disciplines and for a variety
of applications.

AHUB FOR INTERDISCIPLINARY
COLLABORATION

To facilitate research, talent, and community in this inter-
disciplinary field, the IAIFI is recruiting and training a
talented and diverse group of early-career researchers,
especially at the postdoctoral level through the IAIFI Fel-
lows Program. By offering the Fellows their choice of
research problems, and the chance to focus on excit-
ing challenges in AI + physics, the IAIFI is preparing
many talented young scientists to become future leaders
in the field. The Boston area offers a network of experts
in both academia and industry (e.g., Google, Microsoft
Research, and many startups), which the IAIFI is lever-
aging to provide opportunities and advice to early career
researchers.
The IAIFI Fellows are sparking interdisciplinary and

multi-investigator collaborations, generating new ideas
and approaches, translating physics challenges beyond
their native domains, and helping develop a common lan-
guage across disciplines. IAIFI Fellows Siddharth Mishra-
Sharma and Ge Yang, whose primary research focuses are
astrophysics and robotics, respectively, collaborated on a
project that pushed the boundaries of both AI and physics
by making it possible to efficiently model high-resolution
strong gravitational lensing observations at their full com-
plexity (Mishra-Sharma and Yang 2022) (see Figure 2)—in
other words, using AI to correct galaxy images that have
been distorted by gravitational fields. In doing so, they
utilized a probabilistic treatment of continuous neural
fields, which could be more widely applicable in the field

of computer vision, where this AI method is typically
used.
Another IAIFI Fellow, Di Luo, has teamed up with sev-

eral IAIFI faculty members, including with Jim Halverson
(Northeastern) on a project studying quantum states using
an AI technique known as the neural tangent kernel (Luo
and Halverson 2023). Simulating quantum many-body
systems on conventional computers is computationally
daunting, since the dimensionality of a quantum state
grows exponentially with the system size. Inspired by
progress in dealing with high dimensionality in machine
learning models, one potential way to overcome this com-
putational challenge is by using a neural network quantum
state (NNQS). The NNQS theory developed by Luo and
Halverson considers the physical properties of quantum
states, including the important role of quantum entangle-
ment, to understand the machine learning dynamics. This
theory becomes exact in the infinite-width neural-network
limit, enabling analytic solutions to the task of quantum
state supervised learning.
Two IAIFI Fellows who joined in 2022 are actively work-

ing across institutions on developing AI techniques to
advance research in their respective fields. Jessie Micallef,
working with Taritree Wongjirad (Tufts), is developing
generative networks for analyzing data from neutrino
experiments. Meanwhile, Carolina Cuesta-Lazaro is col-
laborating with researchers at Harvard and MIT, as well
as IAIFI Fellow Siddharth Mishra-Sharma, to apply gen-
erative models to the large scale structure of the universe.
This allows them to model galaxies in their natural phys-
ical representation—as a set of galaxies—in contrast to
previous approaches, which binned galaxies in order to
analyze them as a pixelized image or box. In both cases,
researchers are working with Tess Smidt (MIT) to develop
solutions using symmetry-equivariant neural networks,
which incorporates symmetry as an inductive bias in the
development of neural network architectures. This makes
the techniquesmore efficient, as less training data or fewer
simulations are required.
The IAIFI Fellows are essential for developing con-

nections across the IAIFI network, but the community
also enables collaboration among graduate students and
other postdocs.One such collaboration between the groups
of Mike Williams (MIT) and Max Tegmark (MIT) aims
to develop a physics-inspired theory of representation
learning—in particular, understanding the phenomenon
of “grokking,” where models generalize long after overfit-
ting their training set. This project developed as a result
of interactions among junior researchers at regular IAIFI
events, beginning with a journal club talk and developing
at an IAIFI networking event. By analyzing the behavior
of the representations in algorithmic tasks, the researchers
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F IGURE 2 From https://arxiv.org/abs/2206.14820: (left) image of galaxy NGC2906; (middle) simulated effect of gravitational lensing on
this galaxy, this is what would be observed if this galaxy did undergo gravitational lensing when viewed from earth; (right) AI prediction for
what galaxy NGC2906 looks like given only the middle lensed image. The agreement with the true image, which the AI did not have access to,
is striking.

were able to understand many aspects of grokking. Addi-
tionally, they were able to eliminate grokking in those
settings and showed that grokking is mainly a residual
effect from mistuning hyperparameters. This work high-
lights the usefulness of effective theories, commonly used
in physics, to model neural network dynamics and adds to
the growing body of work on neural network learning the-
ory with tools from theoretical physics. This project was a
highlighted contribution at NeurIPS 2022 (Liu et al. 2022),
which demonstrates the value of physics-inspired research
to the AI community.

AI + PHYSICS EDUCATION AND
ENGAGEMENT

AI technologies are advancing rapidly, making it both
important and challenging to train junior researchers
at the intersection of physics and AI and engage with
the public. One effort, spearheaded by IAIFI Director
Jesse Thaler, IAIFI Deputy Director Mike Williams, and
Alexander Rakhlin, a Professor of Brain and Cognitive
Science at MIT and an IAIFI Researcher, is the devel-
opment of an interdisciplinary PhD program in Physics,
Statistics, and Data Science (PhysSDS). This is a collab-
orative effort between the Department of Physics and
the Statistics and Data Science Center at MIT4. Statis-
tics and data science are among the foundational pillars
of AI. Providing physics PhD students formal training
in these areas fosters a new generation of leaders at the
intersection of physics, statistics, and AI. The first inter-
disciplinary PhD degree was awarded in Spring 2021, and
thus far seven such degrees have been awarded, with
more students joining the program every term. Roughly
half of the students who have obtained this degree have
gone into academia, with the other half now working in
industry.

In parallel with developing the PhysSDS PhD, Phil
Harris and Isaac Chuang (MIT), along with MITx Digi-
tal Learning Fellow Alex Shvonski, have created a new
course, Data Science in Physics, which is offered at both
the undergraduate and graduate level andpresentsmodern
computational methods in the context of realistic contem-
porary examples of their applications to physics research.
For example, students are taught how to confirm the recent
Nobel Prize for the discovery of gravitational waves at
LIGO, then to improve on the published result using AI
and fundamental physics principles. An online MITx ver-
sion of the course has launched its first5 and second6
modules, and additional modules will be released later
this year.
Another major IAIFI effort that reaches beyond the

Boston area is the coordination of an annual PhD Sum-
mer School7 followed by a Summer Workshop8, both at
the intersection of AI and physics. The inaugural sessions
in 2022 were well received: more than twice as many stu-
dents than could be accommodated applied to the Summer
School, with truly exceptional ratings given by the students
in a post-school survey. The 2-day Summer Workshop was
expanded in 2023 to a 5-day event to accommodate the
wealth of expertise that researchers are eager to exchange
in the AI + physics domain.
With projects like these, the goal is to disseminate

knowledge about—and enthusiasm for—physics + AI.

ETHICS AND EQUITY

To help ensure that the IAIFI is serving its junior mem-
bers, an Early Career and Equity Committee (ECEC) was
established within IAIFI. The ECEC meets monthly to
discuss issues related to the well-being and work environ-
ment of IAIFI members, and advises IAIFI Management
on ways to create a more equitable, inclusive, welcoming,
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F IGURE 3 The SHAPER framework can be used to model
statistical distributions, such as the IAIFI logo!

and enjoyable place of work. In particular, the ECEC
oversees all invite lists to ensure diversity considerations,
advises IAIFI management on inclusive practices, and
regularly surveys the IAIFI community on how well IAIFI
is meeting their needs.
Of course, ethics in AI and AI safety are also important

issues to address for all of theNSFAI Institutes. In addition
to organizing events each year that address ethics inAI, the
IAIFI is contributing to efforts tomake AImore robust and
understandable. For example, former IAIFI Fellow Anna
Golubeva is dedicating a significant portion of her research
to leveraging methods from theoretical physics to develop
a thorough understanding of deep learning that will guide
the design and improvement of AI systems. Building on
her work on sparsity (Lasby et al. 2023), this research uti-
lizes the framework of stochastic path integrals developed
in statistical field theory to describe the stochastic process
of learning in artificial neural networks, which leads to
the ability to analyze, characterize, and understand neural-
network-basedmachine learningmethods,which form the
core of modern AI.

DEEP LEARNING + DEEP THINKING =

DEEPER UNDERSTANDING

Part of what makes physics so powerful is that it pro-
vides a universal language that can be applied to a wide
range of scientific problems. The IAIFI saw an early
example of this in a collaboration between IAIFI Direc-

tor Jesse Thaler (MIT) and Demba Ba (Harvard). They
were interested in connecting the languages of high-
energy physics and dictionary learning, but were having
trouble identifying the connection. Once their students
began discussing the problem, they soon realized they
had separately developed algorithms that were aiming to
do the same thing—probe the geometric structure of sta-
tistical distributions. Working together, the two groups
combined a principle from fundamental physics (infrared
and collinear safety) with a subfield of AI (sparse cod-
ing and dictionary learning) to create a new algorithm
with relevance in physics and beyond. The Shape Hunt-
ing Algorithm using Parameterized Energy Reconstruc-
tion (SHAPER) is a general framework for defining and
computing shape-based observables (Ba et al. 2023) (see
Figure 3). The efficacy of SHAPER has been demonstrated
through empirical studies of jets, which are sprays of par-
ticles copiously produced at high-energy colliders. While
the algorithm was developed specifically to study jets, it
can be applied more broadly. In particular, SHAPER offers
a different approach to density estimation, which can
offer more flexibility than traditional dictionary learning
while still enabling sparse representations of probability
densities.

CONCLUSION

Through the IAIFI, researchers are creating a common
language that transcends the intellectual borders between
physics and AI to facilitate a nexus point for ground-
breaking discoveries. In doing so, the IAIFI is tackling
two of the greatest mysteries of science: how our uni-
verse works and how intelligence works. By linking them,
using physics to improve AI and AI to improve physics,
the IAIFI is advancing physics knowledge and galvaniz-
ing AI research innovation. More broadly, a revolution
is brewing in AI + science, and our efforts are aimed
at positioning IAIFI to be a leader in this emerging
field.
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and communicating both internally and externally.

 23719621, 2024, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/aaai.12150, W

iley O
nline L

ibrary on [20/03/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://orcid.org/0000-0002-2406-8160
https://orcid.org/0000-0002-2406-8160
https://orcid.org/0000-0001-8285-3346
https://orcid.org/0000-0001-8285-3346
https://iaifi.org
https://iaifi.org/current-fellows.html
https://fastmachinelearning.org
https://a3d3.ai
https://physics.mit.edu/academic-programs/graduate-students/psds-phd/
https://physics.mit.edu/academic-programs/graduate-students/psds-phd/
https://mitxonline.mit.edu/courses/course-v1:MITxT8.S50.1x/
https://mitxonline.mit.edu/courses/course-v1:MITxT+8.S50.2x/
https://iaifi.org/phd-summer-school
https://iaifi.org/summer-workshop
https://doi.org/10.1007/JHEP06%282023%29195
https://doi.org/10.1007/JHEP06%282023%29195
https://doi.org/10.1103/PhysRevD.103.074504
https://doi.org/10.48550/arXiv.2209.15624
https://doi.org/10.48550/arXiv.2305.02299
https://doi.org/10.48550/arXiv.2205.10343
https://doi.org/10.48550/arXiv.2205.10343
https://doi.org/10.1088/2632-2153/ace02f
https://doi.org/10.1088/2632-2153/ace02f
https://doi.org/10.48550/arXiv.2206.14820
https://doi.org/10.48550/arXiv.2206.14820
https://doi.org/10.1103/PhysRevD.108.043034
https://doi.org/10.1103/PhysRevD.108.043034
https://doi.org/10.1002/aaai.12150


Received: 5 July 2023 Accepted: 6 October 2023

DOI: 10.1002/aaai.12154

SPEC IAL TOP IC ART ICLE

Molecule Maker Lab Institute: Accelerating, advancing, and
democratizing molecular innovation

Martin D. Burke Scott E. Denmark Ying Diao Jiawei Han
Rachel Switzky Huimin Zhao

University of Illinois, Urbana-Champaign,
Illinois, Urbana, USA

Correspondence
Huimin Zhao, University of Illinois,
Urbana-Champaign, Urbana, IL, USA.
Email: zhao5@illinois.edu

Funding information
National Science Foundation,
Grant/Award Number: 2019897

Abstract
Many of the greatest challenges facing society today likely have molecular
solutions that await discovery. However, the process of identifying and manu-
facturing such molecules has remained slow and highly specialist dependent.
Interfacing the fields of artificial intelligence (AI) and synthetic organic chem-
istry has the potential to powerfully address both limitations. The Molecule
Maker Lab Institute (MMLI) brings together a team of chemists, engineers, and
AI-experts from the University of Illinois Urbana-Champaign (UIUC), Penn-
sylvania State University, and the Rochester Institute of Technology, with the
goal of accelerating the discovery, synthesis andmanufacture of complex organic
molecules. Advanced AI and machine learning (ML) methods are deployed in
four key thrusts: (1) AI-enabled synthesis planning, (2) AI-enabled catalyst devel-
opment, (3) AI-enabled molecule manufacturing, and (4) AI-enabled molecule
discovery. The MMLI’s new AI-enabled synthesis platform integrates chemi-
cal and enzymatic catalysis with literature mining and ML to predict the best
way to make new molecules with desirable biological and material properties.
The MMLI is transforming chemical synthesis and generating use-inspired AI
advances. Simultaneously, the MMLI is also acting as a training ground for the
next generation of scientists with combined expertise in chemistry and AI. Out-
reach efforts aimed toward high school students and the public are being used
to show how AI-enabled tools can help to make chemical synthesis accessible to
nonexperts.

INTRODUCTION

The long-term strategic goal of the Molecule Maker Lab
Institute (MMLI) is to accelerate, advance, and democra-
tize molecular innovation. To achieve this, the MMLI is
creating an open, exciting, and dynamic interdisciplinary

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any medium,
provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made.
© 2024 The Authors. AI Magazine published by John Wiley & Sons Ltd on behalf of Association for the Advancement of Artificial Intelligence.

ecosystem that will catalyze highly impactful and inclu-
sive collaborations between world-leading PIs, top-notch
students, postdocs, and fellows in AI and chemistry, and
passionate and creative leaders in education and commu-
nity engagement. The MMLI is a first-of-its-kind research
infrastructure that is having a powerful impact on the
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F IGURE 1 Overview of the Molecule Maker Lab Institute.

U.S. research community. The MMLI is achieving a broad
impact by tailoring opportunities to a variety of audi-
ences, responding to high priority needs of communities
seeking to (1) discover and optimize a wide range of
molecular functions, (2) harness the power of data to
advance the science of molecular synthesis, and (3) inspire
a broad audience of scientists, teachers, students, and cit-
izen scientists to participate in the process of molecular
innovation.

USING AI TO ACCELERATE, ADVANCE,
AND DEMOCRATIZEMOLECULAR
INNOVATION

Many of the greatest challenges facing society today
likely have molecular solutions that await discovery. How-
ever, the process of identifying and manufacturing such
molecules has remained slow and highly specialist depen-
dent. Interfacing the fields of AI and synthetic organic
chemistry at the MMLI has the potential to powerfully
address both limitations. Through this interdisciplinary
initiative, leaders in AI and organic synthesis (both chem-
ical and biological) are intensively collaborating to create
frontier AI tools, dynamic open access databases, and fast
and broadly accessible small-molecule manufacturing and
discovery platforms (Figure 1). Specifically, advanced AI
and machine learning (ML) methods are being developed
and deployed in the context of four key thrusts focused
on: the design of highly effective and, in many cases,
Lego-like modular and automatable, synthetic routes for
manufacturing and discovering a wide range of small
molecules (Thrust 1, AI-enabled synthesis planning), the

design and development of optimized chemical and biolog-
ical catalysts for promoting important reactionswith broad
potential utility in small-molecule synthesis, including
iterative and automated building block assembly processes
(Thrust 2, AI-enabled catalyst development), the efficient
manufacture of three key molecules already known to per-
form useful functions, including C2’epi amphotericin B
(a novel potent and nontoxic antifungal drug candidate),
artemisinin (a critical antimalaria drug), and Millad NX
8000 (an environmentally advantageous colorless, odor-
less thermoplastic clarifier for polypropylene) (Thrust 3,
AI-enabledmoleculemanufacturing), and the discovery of
efficient and stable next generation organic photovoltaics
(OPVs) via a fully automated closed-loop autonomous
discovery platform (Thrust 4, AI-enabled molecule discov-
ery).
A major challenge and a transformative opportunity

for science, engineering, and society lies in bringing the
power of making molecules to everyone. The MMLI is
developing a versatile and flexible synthesis planning tool
named AlphaSynthesis (Figure 2), inspired by AlphaGo
and AlphaFold. This tool uses AI to design, construct,
and optimize the most effective and automatable syn-
thetic routes, exploiting both chemical and biological cat-
alysts to manufacture target molecules and discover new
molecules. The Institute has also created an open-access
database that includes all the building blocks, reagents,
conditions, and yields (products and byproducts) for every
coupling reaction that is run in the MMLI. This database
will also have the unique feature of being accessible for
on-demand content optimization via automated reaction
executions in response to cloud-submitted requests from
computer scientists. The MMLI is also developing new AI
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F IGURE 2 Overview of the development of AlphaSynthesis, an artificial intelligence (AI) platform that enables the design,
construction, and optimization of the synthetic routes for any molecules.

and ML algorithms and tools for designing and optimiz-
ing the catalysts that are required for the implementation
of the synthetic routes designed by AlphaSynthesis. To
demonstrate the power of these frontier AI tools for syn-
thesis, the MMLI is designing and establishing the most
efficient synthetic routes for important molecules and dis-
covering new OPV molecules. These collective activities
will increase the efficiency with which small molecules
can be manufactured and discovered, drive the advanced
development of a wide range of frontier AI methods, and
broaden access to the small molecule making process.
Notably, the MMLI is not simply an integrated collec-

tion of equipment for automated molecular synthesis and
software. It is an open ecosystem of disruptive thinking,
education, and community engagement powered by state-
of-the art molecular design, synthesis, and spectroscopic
characterization technologies all interfaced with amodern
cyberinfrastructure.

RECENT RESEARCH
ACCOMPLISHMENTS

In Thrust 1, we are focusing on the development
of AlphaSynthesis. We are advancing foundational AI
research, as highlighted by multiple papers accepted and
published by top tier journals such as Science and Nature
Catalysis, and topAI conferences (Angello et al., 2022; Rose
et al., 2022; Wang et al., 2022a; Wang et al., 2022b; Yu et al.,
2023a; Yu et al., 2023b; Yu et al., 2023c). Beyond publica-
tions, MMLI is providing novel foundational AI advances

through new information sources and new analytical
techniques such as reaction aware multimodal molecular
representation and a translator between natural language
and molecules. Importantly, this foundational AI work is
not confined to the chemistry discipline. These tools and
algorithms synergize with and can be applied to other
scientific disciplines. Here, we provide three examples to
demonstrate this key point.
First, newly developed molecule language models have

been built (Edwards et al., 2022) and created results which
can be tested in the physical world. Specific focus has been
on extracting information from the chemistry literature to
enable new insights into how specific structural compo-
nents of kinase inhibitors, drugs commonly used to treat
cancer, are connected to important therapeutic properties,
such as blood brain barrier penetration. This work has the
potential to yield newAI-based tools to advance the design
and discovery of new and improved drugs, which may
save researchers years of effort and millions of dollars, not
to mention possibly saving lives. Recently, the MMLI has
proposed a novel in-context learning framework for per-
sonalized drug synergy prediction. This exciting workmay
eventually enable the creation of a standardized assay for
predicting patient-tumor-specific drug synergies, allowing
highly targeted combination cancer therapy.
Second, automated extraction of structured knowledge

from text-intensive, unstructured scientific literature is a
fundamental challenge in AI. To address this challenge,
the MMLI is building a ReactIE system which automati-
cally extracts essential and structured chemistry reaction
information from chemistry research literature (Zhong
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et al., 2023). The structured chemical reaction informa-
tion includes products, reaction types, reactants, catalysts,
solvents, temperatures, and yields, without the assistance
of human annotation. The method can be applied to the
extraction of other structured information from general
scientific literature. The method combines two weakly
supervised approaches for pretraining. It utilizes frequent
patterns within the text as linguistic cues to identify
specific characteristics of chemical reactions. Moreover,
it utilizes synthetic data from patent records as distant
supervision to incorporate domain knowledge into the
model. Experiments demonstrate that ReactIE achieves
substantial improvements and outperforms all existing
state-of-the-art methods.
Third, the MMLI has created ChemScraper, a for-

mula parser for molecules in born-digital PDF papers,
where graphics are defined using PDF drawing instruc-
tions (e.g., where characters and lines are given explicitly).
Advantages of parsing from born-digital diagrams include
avoiding OCR and thereby preventing recognition errors
and increasing speed (currently 200 ms/molecule using
unoptimized python). The first version of the parser for
born-digital molecule diagrams has been completed and
ChemScraper has been integrated into the AlphaSynthesis
platform.
In Thrust 2, advanced AI and ML methods are being

developed and deployed in the design and development of
optimized chemical and biological catalysts for promoting
important reactions with broad potential utility in small-
molecule synthesis. For example, we recently developed
an AI tool named Contrastive Learning enabled Enzyme
ANnotation (CLEAN) for predicting enzyme function
from its sequence (Yu et al., 2023b), which can help the
selection of proper enzymes in the designed synthetic
routes. Enzyme function annotation is an urgent need and
challenge. Many computation tools have been developed
including alignment-based methods and ML-based meth-
ods (Altschul et al., 1997; Sanderson et al., 2023). However,
most of the tools cannot reliably annotate protein functions
such as enzyme commission (EC) number, partly due to
the fundamental challenge of highly imbalanced enzyme
dataset. By contrast, CLEAN can assign EC numbers to
query enzyme sequences with better accuracy, reliability,
and sensitivity than existing methods as shown in various
in silico benchmark studies. Most importantly, we demon-
strate that using contrastive learning frameworks, CLEAN
can better handle the biased dataset compared to otherML
models.
In addition, we have also tested CLEAN on in-house

curated halogenase dataset. In particular, we experi-
mentally evaluated three of the halogenases (MJ1651,
TTHA0338, and SsFIA) which CLEAN predicted differ-
ently with the current annotation in the database. The

three halogenase represented three different cases for
mis-annotated, un-annotated and partially annotated in
the database. In vitro experiments result shows CLEAN
has successfully annotated these three halogenases which
other methods cannot.
Furthermore, we have implemented a free-to-use web

interface version of CLEAN for the broad research com-
munity. As part of theMMLI AlphaSynthesis platform, the
web tool of CLEANcan be accessed at Clean (https://clean.
frontend.mmli1.ncsa.illinois.edu/configuration). After the
tool went online, it gained wide community attention. In
the first 2 months alone, the web page attracted 20,100
page views and 12,531 of them were from unique view-
ers. Since the initial release of the website, we have been
constantly updating many features, including better result
filtering and displaying, computing efficiency, confidence
level display, and general user experience. It is worth not-
ing that many of the new features were suggested by our
users through the feedback function we provide.
Thrust 3 focuses on leveraging and advancing AI in

the context of developing processes for synthesizing on
large-scale target molecules with known functions. These
include chemical, enzymatic, and hybrid chemoenzymatic
routes designed to maximize efficiency in each case. There
is specific focus on the development of scalable synthe-
ses for three targetmolecules;MilladNX8000, C2’epiAmB,
and artemisinin, all three of which have important func-
tions driving the need for large-scale access, but none of
which have optimal large-scale syntheses. Millad NX8000
is a plastics clarifying agent synthesized yearly on ∼6000
metric tons/year scale but requires superstoichiometric
tin and generates ∼9000 metric tons/year of toxic tin
byproducts. C2’epiAmB is an exceptionally promising new
renal sparing polyene antifungal, a variation of which
has entered clinical trials in the U.S. and there is sub-
stantial room for improvement in its current synthesis.
Artemisinin is a critically important antimalarial com-
pound on the WHO’s list of essential medicines, but all
current routes for its manufacture are too expensive to
meet global supply demands.
The focus of Thrust 4 is on progress to discover novel

OPVs, which can transform the way we harness and use
sunlight. The key goal we are working toward is OPVswith
high efficiency and high stability. To date, no one has been
able to achieve both parameters. The MMLI’s approach to
address this problem is three-fold. First, the small amount
of literature on AI-guided optimization of OPVs focuses
on power conversion efficiency. However, the major chal-
lenge in this area has become device stability now that
the best cell is approaching 20% efficiency. There is a crit-
ical gap of relating molecular design to stability which is
exactly what the MMLI is addressing. Second, the major-
ity of Al for OPV literature mines published literature or
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computed properties, given scarce experimental data that
are consistent. Unfortunately, this severely limits the pre-
dicting power of AI. Thrust 4 is addressing this issue head
on with high throughput syntheses and characterizations
to rely primarily on experimentally generated data. Finally,
other approaches to OPV discovery use AI optimization of
device properties as a function of formulation and process-
ing conditions, but this approach is intrinsically limited to
the maximum possible efficiency of the active layer chem-
istry. The MMLI’s innovative strategy uses AI to guide a
search through a large synthetic space of OPV chemistries.
The MMLI is targeting OPVs with >10% efficiency and

>10 years lifetime to be commercially viable for next-
generation energy capture applications and for mitigating
climate change. To achieve this goal, autonomous synthe-
sis, automated characterization, andAI-basedmethods are
integrated into a closed-loop approach to drive molecular
discovery guided by target criteria for OPV performance:
efficiency and stability.
While these thrusts are listed separately it should be

noted that there is active and intentional collaboration
between thrusts to further enable research and discovery.
These collaborations not only increase the impact of the
institute but also provide students and postdocs an oppor-
tunity for learning the value of collaborating with other
research teams.

ENGAGING INDUSTRY PARTNERS

The MMLI has an active Industrial Partnership Program
with the goal of providing the opportunity for the two-way
exchange of information between the MMLI and industry
researchers. The program is a way for MMLI researchers
to share the tools and databases being developed for more
efficient synthesis and discovery of chemical and materi-
als for a wide-range of applications. Industry researchers
can provide perspective onwhich projectswillmost benefit
society. There is a two-tier membership structure (Partner
and Associate), with the annual membership fees going
into a seed grant fund to support proof-of-concept propos-
als from the broader community and expand partnerships.
TheMMLI continues to grow this programwith significant
input from the current industry partners.

CULTIVATINGMOLECULAR
INNOVATORS

AsMMLI increases its access and exposure to learners and
the general public, it is critical that all of the Thrust 5
initiatives share a common framework with which to sit-
uate particular contributions to the larger MMLI identity

of democratization. The dimension of identity spans from
“Chemical Learners” to “Molecular Innovators”. At one
extreme of the dimension, chemical learners are focused
on a structural and formal exploration of chemistry via
MMLI’s tools and research. At the opposite extreme,
molecular innovators are leveraging the work of MMLI as
problem-solving tools focused on the function ofmolecules
and do not engage with formal chemical representations.
This span of interaction identities is then framed by the
mediums in which they engage with MMLI across the
physical and digital resources (in-class labs, camp activ-
ities, online lessons, etc.). The goal with this framework
is to ensure that MMLI grows not only considering the
extremes of the framework, but also to facilitate blending
and transitioning between dimensions to provide a more
holistic engagement experience whenever possible.
The MMLI is revolutionizing the way chemistry is

taught and capture the imagination of a new generation
of molecule makers by building on our already established
momentum of engagement with educators and students
through several mechanisms, including but are not lim-
ited to the MMLI in a Box, a Digital Molecule Maker
(DMM), as well as establishing international and indus-
trial partnerships. The MMLI aims to democratize the
molecule making process and support the next genera-
tion of molecule makers, thereby having a wide range of
broader impacts.
The MMLI in a Box transforms all the powers of a real

lab into carefully crafted low-tech material (e.g., lenticu-
lar printed cards, 3D printed macroscopic models), and
highly intuitive, engaging hands-on and role-play activities
inspired by the latest Next Generation Science Standards
guidelines (NGSS Lead States, 2013). These materials and
activities empower teachers to help their students enter
the awe-inspiring world of molecules, AI, and AI-powered
molecule making.
The DMM is the product of a collaboration between the

MMLI and the Siebel Center for Design at the UIUC. The
DMM interface allows researchers to make their chemical
building-blocks available for exploration by learners, who
can then combine them while getting dynamic feedback
properties of amolecule during its construction. TheDMM
offers the opportunity for learners to contribute to actual
research initiatives by facilitating the connection between
a molecular block set, a proposed molecule, and its cre-
ation via automated synthesis. The current version of the
DMM allows learners to engage with a “10×10×10” (ten
start, middle, and end blocks) molecular block set from
the Burke Lab at the UIUC. This block set was created to
explore molecular structure and light absorption. Already,
student molecule submissions are assisting the lab in
improving the quality of AI-assisted molecular property
predictions and testing the automated synthesis workflow.
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The DMM coupled with the MMLI in a Box further
supports the development of such intuitions, as well as cre-
ativity and imagination, by allowing students to explore
thousands of instances of Lego-like building of molecules
as they design their own new molecule with novel func-
tions. Finally, synthesizing student-designed molecules
allows students to reflect on their intuitions.

MMLI IN THE CLASSROOM

MMLI has partnered with the School of Chemical Sci-
ences at UIUC to implement a three-part sequence into
the undergraduate labs. The curriculum in this sequence
aims to integrate both data science and automated synthe-
sis into both general and organic chemistry courses. Part
1 is an adaptation of the K-12 version of the MMLI in a
Box where students are exposed to the power of molecules,
synthesize dyes in a mix-and-match fashion, participate in
a novel role-playing game, and combine all that knowl-
edge to analyze a data set from an original research project.
During the 2022−2023 Academic Year, ≈1050 students in
General Chemistry I and II participated in the MMLI in a
Box activity.
In Spring 2023, the second part of the three-part

sequence was piloted at the General Chemistry II and
Organic Chemistry I level with an activity focused on
automating synthesis. Over 100 students came to the
Molecule Maker Lab space to participate in the activity to
leverage skills that were directly applicable to the work
of MMLI, providing a source of inspiration and tangible
connection to the science of automated small-molecule
synthesis.

CONCLUSION

The MMLI is committed to accelerating, advancing, and
democratizing molecular innovation by creating an open,
exciting, and dynamic interdisciplinary ecosystem that
will catalyze highly impactful and inclusive collaborations
between world-leading PIs, top-notch students, postdocs,
and fellows in AI and chemistry, and passionate and
creative leaders in education and community engage-
ment. The MMLI is transforming chemical synthesis and
generating use-inspired AI advances. Simultaneously,
the MMLI is also acting as a training ground for the
next generation of scientists with combined expertise in
chemistry and AI. The long-term impact of the MMLI
will be substantial and is expected to shift the paradigm
of how molecules are discovered and used to address
society’s grand challenges. These collective activities will
powerfully enable the more efficient manufacturing and

discovery of molecules with important functions, drive
the advanced development of a wide range of frontier
AI methods, and broaden access to the small molecule
making process. More information can be found on the
MMLI website (https://moleculemaker.org/).
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Abstract
Over 13 million Americans aged 65 and older are currently living with a diagno-
sis of mild cognitive impairment (MCI), a common precursor to dementia. These
individuals largely rely on a network of informal caregivers—family, friends,
and community members—who work together with professional healthcare
and social service providers to provide care and support in home settings. The
AI-CARING Institute contributes foundational AI research focused on develop-
ing personalized collaborative AI systems that improve the quality of life and
independence of aging adults living at home.

INTRODUCTION AND INSTITUTE
OVERVIEW

Over the past decade, advances in deep learning, nat-
ural language processing, and pattern recognition have
driven the age of tailored product recommendations and
hyper-personalized services. However, today’s AI sys-
tems are yet to achieve meaningful, dynamic, and fluid
longitudinal collaboration with diverse groups of peo-
ple, remaining largely restricted to short, single-focus
interactions.
The NSF AI Institute for Collaborative Assistance

and Responsive Interaction for Networked Groups (AI-
CARING) seeks to create a vibrant, fully developed dis-
cipline focused on longitudinal collaborative AI—a field
characterized by the design, development, and deployment
of interactive, intelligent systems embedded within com-
munities of users over extended periods of time (months

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial License, which permits use, distribution and reproduction in any
medium, provided the original work is properly cited and is not used for commercial purposes.
© 2024 The Authors. AI Magazine published by John Wiley & Sons Ltd on behalf of Association for the Advancement of Artificial Intelligence.

and years). The institute’s efforts contribute computa-
tional methods and datasets to address challenges such
as sample-efficient techniques for user modeling and
personalization, robust methods for longitudinal human–
AI teaming, socially conscious and dignity-preserving AI
methods, explainable and transparent systems, innovative
guidelines for experimental design, and novel benchmarks
and metrics for these areas.
The institute’s foundational AI research is grounded in

the mission to develop personalized collaborative AI sys-
tems that improve the quality of life and independence
of aging adults living at home. While the outcomes of
our work are broadly applicable, AI-CARING’s particu-
lar focus is on supporting individuals diagnosed with mild
cognitive impairment (MCI) and their care partners. MCI
is a common precursor to dementia; 33% of MCI patients
develop dementia within 5 years. There are more than
54 million older adults aged 65 and older currently living
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in the United States, approximately 20% of whom have
MCI. Because MCI patients are not eligible for subsidized
care facilities, the burden of caregiving most often falls
on their family members; it is estimated that over 11 mil-
lion people in the United States provide unpaid care for
people with dementia-related illnesses each year, costing
the U.S. economy over $339 billion. AI-CARING seeks to
ease the burden of these caregivers, improve quality of
life for the cared-for individuals, increase longevity and
independence, provide better opportunities for peoplewith
disabilities, and reduce health care costs.
To carry out this work, the AI-CARING team conducts

long-term deployments in households that include people
diagnosed with MCI, their family, caregivers, and profes-
sional providers. AI-CARING systems will reinforce daily
routines, recognize changes in behavior, provide team
support for caregivers, and provide encouragement and
feedback in response an individual’s changing abilities.
The institute team brings together researchers from com-
puting, social sciences, and healthcare to collaborate in
the design, development, and deployment of AI systems
that help people sustain independence; create new oppor-
tunities for empowerment and meaningful quality of life;
and improve the effectiveness of family, community, and
professional care.
Our vision is to create a range of AI services designed

to enhance daily activities, and that are ultimately capa-
ble of discerning personalized, long-termmodels of human
behavior. We expect that these systems will adapt to
the evolving needs of older adults to support their
healthcare and independence goals. We envision har-
monized teams of interconnected AI agents that offer
personalized assistance not only for patients but also
their caregivers, ultimately improving interpersonal rela-
tionships that maximize the wellbeing of the end
users.
Finally, AI-CARING is dedicated to advancing work-

force development through comprehensive initiatives that
encompass education, outreach, inclusivity, and knowl-
edge transfer programs. Our aim is to contribute to the
development of next generation of talent in this field.
Below, we describe key opportunities and insights relating
to the Institute’s efforts.

PERSONALIZED LONGITUDINAL
INTERACTION

AI-CARING seeks to establish a vibrant discipline of
longitudinal collaborative AI, focusing on teams of hetero-
geneous agents assisting communities of users through
adaptive and ethically guided interaction over extended
periods of time. Central to this objective is the devel-

opment of longitudinal, personalized models of a given
user, including their behavior, abilities, and communica-
tion style, and the use of these models to identify changes
in behavior and preferences over time, and to learn tasks
that the AI can perform to support and complement the
user’s activities.
Developing personalized models of each user presents

a significant challenge for any AI system that is required
to cope with the vast diversity of human behavior. For our
use case, human activity recognition (HAR) presents the
most significant challenge, because the envisioned inter-
active smart home assistant will be of limited use without
understanding the user’s behavior. Recent advances in self-
supervised learning have created opportunities to develop
deployable HAR systems that exploit unlabeled data to
derive reliable recognition systems for scenarios where
only small amounts of labeled training samples can be
collected. As such, self-supervision, that is, the paradigm
of “pretrain-then-finetune” has the potential to become a
strong alternative to the previously dominant end-to-end
training approaches. Recently a number of contributions
have been made that introduced self-supervised learning
into the field of HAR, including benchmarks of leading
techniques (Haresamudram, Essa, and Plötz 2022) and
novel computational methods (Haresamudram, Essa, and
Plötz 2023).
Beyond activity recognition, personalized language

understanding and generation are essential for creating
AI systems that effectively adapt to users’ individual lan-
guage styles, demographics, and vocabulary. AI agents
that are capable of capturing user styles and accommo-
dating them by employing varying degrees of simple and
easy language during communication can provide a more
engaging and inclusive user experience. To develop such
an AI system, our work introduces three interconnected
works: (i) MultiPIT is a large-scale multitopic paraphrase
dataset collected from Twitter, which aids in training AI
models to understand and generate diverse paraphrases,
enabling them to communicatemore effectively with users
by adjusting their language style and accommodating a
wide range of user preferences (Dou, Jiang, and Xu 2022);
(ii) LENS is a learnable metric for text simplification
trained onhuman judgments (Maddela et al. 2023). Besides
accurately measuring generation’s simplicity and quality,
LENS can be incorporated into generation to dynamically
adapt the level of readability, achieving state-of-the-art
performance; and (iii) SALSA is a fine-grained edit-level
human evaluation framework (Heineman et al. 2023). It
enables the identification of errors and quality edits in
AI-generated simplifications, providing insights into AI
systems’ strengths and weaknesses. This is crucial for
refining and improving AI-driven communication tailored
to each user’s readability requirements.
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Finally, our systems seek to provide personalized assis-
tance that is capable of adapting to the needs and pref-
erences of unique individuals. Such assistance may come
in many forms. For example, a conversational agent may
provide reminders for daily tasks, such as taking med-
ications. Improving medication management for older
adults with MCI requires designing systems that sup-
port functional independence and provide compensatory
strategies as individual abilities change. Traditional medi-
cationmanagement interventions emphasize forming new
habits alongside the traditional path of learning to use new
technologies. Our work has taken a novel approach, con-
tributing a system tailored for older adults with gradual
cognitive decline by creating a conversational “check-in”
system for routine medication management. Our results
from a 20-week deployment indicate that a conversational
check-in medication management assistant increased sys-
tem acceptancewhile also potentially decreasing the likeli-
hood of accidental over-medication, a commonconcern for
older adults dealingwithMCI (Mathur et al. 2022). Robotic
technologies present another opportunity for interactive
assistance in a household setting. Learning an individual’s
task preferences and routines enables a robot to provide
proactive assistance (Patel and Chernova 2022, 2023), as
well as detect deviations from and assist in recovery with
routine tasks.

ROBUSTMULTIAGENT
COLLABORATION

Caregiving is often a shared responsibility amongst many
people—family members, friends, neighbors, and clini-
cians. Leveraging the support of the entire care network
is critical for effective and sustainable care. Coordinat-
ing sustained care across a distributed team of caregivers
presents many challenges that stem from changing con-
ditions (e.g., changes in health, diagnosis, or abilities)
and changing team structure (e.g., introduction of a new
healthcare provider, or departure of a caregiver). AI sys-
tems that contribute to care must have the ability to detect
and respond to such changes, appropriately model and
respond to social factors that govern human relation-
ships, and communicate with all involved parties in an
effective way.
Recent findings from social sciences have advanced our

understanding of human teaming behaviors, which in turn
can be used to inform the design of autonomous agents.
In particular, Woolley et al. (2023) introduce the concept
of collective intelligence, which captures a team’s ability to
work together across awide range of tasks and can vary sig-
nificantly between teams. In a series of works, the authors
examine how team structure affects collective intelligence
and team performance (Woolley et al. 2023), and how AI

technologies can enhance collective intelligence in dis-
tributed teams (Gupta et al. 2019; Woolley, Gupta, and
Glikson 2023). These findings are critical for informing the
development of AI agents capable of supporting complex
interactions within a network of caregivers.
In other ongoing work on multiagent teaming, we

consider the challenge of modeling human agents and
their behavior. Many existing ad hoc teaming algorithms
assume that coordination takes place between static team
members, however humans are both challenging to model
accurately and typically change in behavior over time. Our
recent work tackles these challenges through the devel-
opment of robust teaming techniques that enable agents
to rapidly adapt to changing teams (Cook, Scheiner, and
Tumer 2023) cooperate with agents who have different
objectives and capabilities (Dixit and Tumer 2023).

SOCIALLY CONSCIOUS AI

To be effective, intelligent agents must interact with users
in a manner that is socially appropriate and engenders
appropriate levels of trust from the user. Trust between
the interactive assistant and the user is vital to effective
collaboration and team cohesion. As in prior work, we
define trust as “a belief, held by the trustor, that the trustee
will act in a manner that mitigates the trustor’s risk in
a situation in which the trustor has put its outcomes at
risk” (Wagner, Robinette, and Howard 2018). In human–
AI collaborations, trust has two temporal states: initial
trust based on user demographics and preexisting knowl-
edge, and interactive trust based on user processes, robot
performance, and communication.
Furthermore, there are three states of trust in a human–

AI relationship: appropriate trust, where trust aligns with
the trustee’s capabilities; over-trust, where the trustor
believes the trustee can do better than it actually can; and
under-trust, where the trustor does not believe the trustee
can do what it is actually capable of. To calibrate trust, the
situation causing the violation must be identified, and an
appropriate response must be selected to adjust the trust
relationship. Conversely, if trust has been repaired toowell,
or the person overestimates the system’s capabilities, the
trust must be dampened. To do so effectively, the state of
over-trust must be identified, and an effective strategy for
calibration determined. As interactions between humans
and AI increase and become more meaningful, regulat-
ing trust to avoid over-trust and under-trust becomes a
critical challenge.
Recent works have contributed insights into this

research area, including techniques for trust calibration
through verbal cues warning users of potential agent
failure modes (Perkins et al. 2022) and multihop conversa-
tional engagement that enables users to probe the agent’s
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reasoning (Xie, Wiegreffe, and Riedl 2022). Despite recent
advances, trust calibration remains an open research
problem as the diversity and complexity of human–AI
interactionsmakes it difficult to assess and adapt user trust
in a generalizable way.

AI-CARING educational initiatives
AI-CARING has developed and deployed pivotal

educational experiences for K-12, undergrad-
uate, graduate students, and teachers, with
the aim of promoting the growth of a diverse
and global research community and future
workforce. Our educational initiatives inte-
grate insights and results from our AI research
and our use-inspired human-centered research.

Robotics caregivers course: Robotics
researchers and futurists have long dreamed of
robots that can serve as caregivers. The Robotic
Caregivers course, first developed by Prof. Charles
Kemp at Georgia Tech in 2021, offers students
hands-on experience in designing and deploy-
ing an autonomous caregiving robot. Using
the Hello Robot Stretch RE1 mobile manipula-
tion platform (HelloRobot 2023), students learn
about future opportunities for, and present real-
ities of, robots that contribute to caregiving,
and work closely with stakeholders, including
healthcare professionals and target users. Robotic
Caregivers has been expanded beyond Georgia
Tech to Carnegie Mellon, UMass Lowell, Ore-
gon State, and the University of Washington.

K-12 teacher professional development:
Carnegie Mellon has developed a week-long work-
shop to support high school educators looking to
gain familiarity with AI and to offer AI-related
educational activities to their students. Developed
by Prof. Stephanie Rosenthal, the Crash Course
in Artificial Intelligence program (Rosenthal 2023)
covers an introduction to a broad range of AI
topics and interactive hands-on design sessions
in which teachers collaboratively develop course
materials that they feel would most resonate with
their students. The program completed its second
year in 2023, with 37 teachers attending from across
the United States. This workshop was adapted by
Julia Kim in 2023 for Georgia’s $65M Build Back
Better grant (Georgia AIM) in rural areas, with
11 teachers and six community leaders from six
school districts in south Georgia participating.

BridgeUp STEM Funded by the Helen Gurley
Brown Foundation and realized through a part-
nership between the National Center for Women
& Information Technology (NCWIT) and Georgia
Tech, the BridgeUP STEM program BridgeUP-STEM
(2023) is designed to encourage high school and col-
lege students who identify as girls, women, or non-
binary to explore, prepare for, and pursue pathways
into computing research careers. High school stu-
dent participants attend a summer coding class and
an academic year-long computing research class,
receivementoring fromundergraduates andGeorgia
Tech graduate students and professors, and par-
ticipate in community events. Participating under-
graduate computer science majors serve as teaching
assistants and mentors for high school students in
the coding and research classes, and participate in
cutting-edge lab research under the guidance of Fac-
ultyMentors and their graduate students. Students at
all levels are introduced to a broad range of AI top-
ics, with AI-CARING faculty and graduate students
serving as mentors in this program.
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ETHICAL ISSUES RELATING TO
DEVELOPING SOCIALLY SUPPORTIVE
SMART ASSISTANTS FOR OLDER ADULTS

Highly interactive assistants of the sort that we consider in
this work are likely to raise the full range of ethical issues
that have already been discussed in the context of current
smart assistants, assistive technologies, smart homes, net-
work security and surveillance, and multimodal sensing
devices. There is also a growing literature that surveys the
broad range of ethical issues that have emerged in relation
to AI, including reports by IEEE (Shahriari and Shahri-
ari 2017) and various governmental and nongovernmental
entities (Schiff et al. 2021; Hagendorff 2020). The issues
include, but are not limited to, safety and security, explain-
ability, fairness and nondiscrimination, human control of
technology, and the professional responsibilities of tech-
nology designers. An important and growing threadwithin
the literature is the alignment of AI with human values.
Many of these issues will take on new importance in the
context of interactive AI assistants that seek to be proactive
and to mediate social interactions, leading to new chal-
lenges with regard to issues of privacy, trust, agency, and
control. Below, we present three core interrelated dynam-
ics, which are discussed in greater detail in a recent article
by London et al. (2023).
First, when older adults rely on AI systems to main-

tain their autonomy and support their wellbeing, such
adults become vulnerable in unique ways. Systems that
fail to perform required functions at the right time,
or in the right way, leave older adults vulnerable to
compromises in autonomy or welfare that might have
been avoided had they chosen alternative means of
assistance.
Second, current AI assistants are reactive, in the sense

that they rely on users to perform key cognitive tasks,
such as identifying a use case, scaffolding how the sys-
tem can achieve user goals, and then initiating tasks
required to effectuate this plan. To be proactive, future
interactive assistants will need to take on some of these
cognitive tasks. But aiding with what might appear to
be a relatively simple cognitive task, such as providing
the user with a summary of a conversation, requires
the AI to engage with ethical aspects of human inter-
actions which computational systems currently have dif-
ficulty identifying, tracking, and navigating. Failure to
perceive ethically relevant aspects of social interactions
constitutes a deficit in moral discernment that threat-
ens aspects of user autonomy and wellbeing. Ambigui-
ties within language and complexities in how language
is used to communicate beyond literal assertion is one
among many challenges that designers will have to
overcome.

Third, current interactive assistants function in dyadic
relationships with users or mediate relationships between
users and smart devices. To mediate social relationships
with parties that provide social services, other members
of their care team, or family and friends, future AI tech-
nologies will have to be able to navigate more complex
and ethically laden aspects of the social world. Delegat-
ing tasks in the social world to the interactive assistant
requires that such systems can ascertain the structure of
moral relationships and act in ways that respect a network
of expectations, rights, duties, and permissions. Failures in
this space can also have profound consequences for user
autonomy and well-being.
Efforts to manage these vulnerabilities raise additional

ethical issues. In particular, whether a future interactive
assistant can function in ways that provide a net benefit to
the user hinges on its ability to perform tasks that advance
the user’s projects and plans without requiring tedious
or complex oversight or extensive auditing of its perfor-
mance. The ambition of providing proactive assistance or
mediating social relationships increases the challenge of
demarcating which tasks an interactive assistant can per-
form and communicating the conditions under which it
can perform those tasks reliably. This difficulty is exacer-
bated by the prospect that the users most in need of such
assistance are those at risk of, or already experiencing,
cognitive decline.
Finally, the goal of creating assistive systems that can

tailor their activities to the capabilities and values of the
individual user raises difficult ethics issues related to fair-
ness and equity. Such systems will need to adapt not only
to variation in speech patterns across categories such as
gender and geographic origin, but they will have to navi-
gate speech patterns that may arise for users with medical
conditions that impair their ability to communicate.
In London et al. (2023), we review some of the ethics

literature relevant to near-future smart assistants, with a
particular focus on individuals with MCI. We then pro-
vide examples of tasks that interactive assistants might
provide proactive assistance for in a social space, highlight-
ing some of the unique ethical challenges that arise from
these ambitions.

CONCLUSION

The products of our institute—research, education, appli-
cations, metrics, data, and knowledge—seek to catalyze
a growing and diverse community that will create future
intelligent systems for human–AI interaction that mirror
and evolve with the complex ethical debates and societal
values that permeate everyday life. We aim to collaborate
across disciplines to conduct use-inspired research that
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informs foundational AI advances and drives innovation.
While our immediate plans are to work with older adults
diagnosed with MCI, the long-term impact of our work
will extend to other domains that include longitudinal
interaction with intelligent systems, including the service
industry, manufacturing, and defense applications.
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Abstract
Meeting today’s major scientific and societal challenges requires understanding
dynamics of prosociality in complex adaptive systems. Artificial intelligence (AI)
is intimately connectedwith these challenges, both as an application domain and
as a source of new computational techniques: On the one hand, AI suggests new
algorithmic recommendations and interaction paradigms, offering novel pos-
sibilities to engineer cooperation and alleviate conflict in multiagent (hybrid)
systems; on the other hand, new learning algorithms provide improved tech-
niques to simulate sophisticated agents and increasingly realistic environments.
In various settings, prosocial actions are socially desirable yet individually costly,
thereby introducing a social dilemma of cooperation. How can AI enable coop-
eration in such domains? How to understand long-term dynamics in adaptive
populations subject to such cooperation dilemmas? How to design cooperation
incentives in multiagent learning systems? These are questions that I have been
exploring and that I discussed during the New Faculty Highlights program at
AAAI 2023. This paper summarizes and extends that talk.

INTRODUCTION

Prosociality is puzzling (Gintis 2003): prosocial individuals
contribute to benefiting others, yet they must often incur
a cost to do so. Why do such altruistic behaviors exist and
are not outcompeted by selfish ones? (Pennisi 2005) And
how to harness artificial intelligence applications to sus-
tain prosocialitywithin systems of artificial learning agents
and humans? (Paiva, Santos, & Santos 2018). Solving the
puzzle of prosociality is an essential endeavor to tackle
some of themost pressing challenges that our society faces.
Understanding the roots of cooperation, and the insti-

tutions, social norms, and artifacts that might sustain it,
is fundamental in various domains—from climate change
(Bisaro & Hinkel 2016) and responsible use of natural
resources (Dietz, Ostrom, & Stern 2003) to pandemic
control (Traulsen, Levin, & Saad-Roy 2023). In interna-

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any medium,
provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made.
© 2024 The Authors. AI Magazine published by John Wiley & Sons Ltd on behalf of Association for the Advancement of Artificial Intelligence.

tional relations, cooperation is still fundamental to prevent
arms races, nuclear proliferation, and military escalation,
as noted already in the 80s (Axelrod 1984). The efforts
to comprehend human prosociality are long-standing yet
unsettled.
Beyond human groups, understanding prosocial behav-

ior is fundamental inmultiagent systems. In these systems,
multiple computational agents, with a varying degree
of autonomy, attempt to fulfill their goals while inter-
acting with other artificial agents (Wooldridge 2009). If
agents can learn and adapt over time, it is important to
understand how to design interaction rules and learn-
ing protocols that incentivize cooperation and guarantee
satisfactory long-term rewards—fulfilling the previously
named prescriptive agenda of noncooperative game the-
ory in multiagent learning (Shoham, Powers, & Grenager
2007). Prosociality can here bemeasured as the probability
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F IGURE 1 Humans and artificial intelligent applications form, nowadays, complex systems. Understanding dynamics of prosociality in
multiagent systems can benefit from the application of tools used in fields such as population dynamics and network science.

that agents learn to use a strategy leading to high collective
benefits, even if sacrificing individual payoffs. Although
systems of artificial agents can be directly designed to
cooperate with others, the problem of designing proso-
cial systems remains under decentralized control, where
each agent—eventually representing different humans or
organizations—aims at independently maximizing long-
term payoffs.
The problems of cooperation in multiagent systems and

human societies are no longer independent. Humans co-
exist with artificial agents, both in the physical world
and on online platforms. The challenge of understanding
human cooperation is today entangled with the challenge
of designing artificial agents and algorithms that facilitate
prosocial interactions both online and offline (Crandall
et al. 2018; Oliveira et al. 2021; Akata et al. 2020; Guo et al.
2023). Moreover, understanding human cooperation can
provide invaluable knowledge on how to design artificial
cooperation (and vice versa).
Understanding dynamics of prosociality in multiagent

systems can benefit from the application of tools typically
used in complex adaptive systems (see Figure 1). Such tools
can contribute to apprehend how simple interventions
(e.g., agents with a modified behavior, new interaction
rules, or new sources of information) can affect the long-
term macro dynamics in a system composed by many
learning agents. Apart from understanding which actions
agents are likely to take—and subsequent probabilities
of cooperation among agents—one can also grasp the
dynamics leading to such states, how long the process
will take, when to intervene, and whether behaviors can
ever become stable. This analysis can benefit from meth-
ods borrowed from theoretical ecology and population
dynamics.
In this paper, written in the context of the AAAI

2023 New Faculty Highlights program, I summarize five
decision-making domains where, I believe, a combina-
tion of tools at the interface of AI, multiagent systems,
and population dynamics can improve our abilities to

design increasingly prosocial systems. This paper focuses
on prosociality in the context of (1) reputation sys-
tems, (2) recommender systems, (3) hybrid systems,
(4) classification systems, and (5) multisector urban
systems—summarized in Figure 2. Although seemingly
unrelated, these five domains share commonalities: they
constitute areas where understanding the interrelated
dynamics of humans and agents’ behavior is essential; and
they constitute domainswhere achieving socially desirable
outcomes requires solving social dilemmas of cooperation
and prosociality.

Prosociality in reputation systems

Reputation systems are a fundamental mechanism to elicit
trust among strangers and a backbone of e-commerce,
crowdsourcing marketplaces, and sharing economic plat-
forms (Resnick et al. 2000). Reputation systems also play
a central role in multiagent system when artificial agents
must select trustworthy partners or adapt based on infor-
mation about opponents’ prior interactions (Pinyol &
Sabater-Mir 2013). In the realm of evolutionary biology,
reputations are a central mechanism to explain cooper-
ation through indirect reciprocity (Nowak & Sigmund
2005). In this regard, a fundamental challenge is under-
standing which rules to assign reputation are more likely
to elicit long-term stable cooperation (Ohtsuki & Iwasa
2004).
Indirect reciprocity has been identified as a key mech-

anism to explain the evolution of cooperation among
humans (Nowak & Sigmund 2005). Agents are assumed to
adopt strategies determining which action to employ (be
cooperative or not) when interacting with another agent.
Importantly, the decision of which action to select depends
on reputations; agents can restrict cooperation to those
that have a specific reputation. After each interaction, the
reputations of interacting agents are updated. This update
follows a social normdefiningwhich actions should lead to
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F IGURE 2 Five domains where understanding prosocial dynamics is beneficial to designing collective systems where humans co-exist
with artificial intelligence applications. Dashed arrows represent information transmission; full arrows represent interactions where agents
can decide to cooperate (i.e., act prosocially) or defect. (1) In reputation systems, humans decide to cooperate or defect with each other and,
after that, their reputation is updated and eventually spread on online platforms. (2) In recommender system, AI affects information
sources humans are exposed to, which in turn can affect their decision to cooperate. (3) In hybrid systems, humans and social artificial
agents directly decide to cooperate or defect with each other, based on information and signals exchanged. (4) In classification systems,
humans can use information provided by transparent algorithms or human peers to change their features and change the outcome of a
classification algorithm. (5) In urban systems, AI is used to plan and design city infrastructure, and to offer citizens new services and
recommendations; adopting new technologies and shifting to new paradigms depends on multisector decisions and the willingness of
stakeholders to act prosocially.

a good reputation. In this sense, indirect reciprocity norms
resemble injunctive norms studied in social psychology,
which postulate the behaviors one is expected to follow
(Bicchieri 2005).
Determining which social norms lead to higher levels

of cooperation under indirect reciprocity is computation-
ally challenging. The number of potential norms increases
exponentially with the number of bits needed to define
an interaction (Santos, Pacheco, & Santos 2021), and the
ultimate cooperative levels of norms depend on a dynam-
ical process where strategies co-evolve with reputations in
potentially large populations. The challenges of identify-
ing cooperative norms are augmented in group-structured
populations, a setting where assigning reputations can
depend on both prior actions and group identities (Smit
& Santos 2023; Romano, Balliet, & Wu 2017; Whitaker,
Colombo, & Rand 2018). Besides computational com-
plexity, the study of indirect reciprocity norms calls for
the formalization of cognitive complexity (Santos, San-
tos, & Pacheco 2018; Santos, Pacheco, & Santos 2021).
Even assuming the simple setting of binary actions and
binary reputations, norms considered can encode very
complex judgments, whose applicability in real settings
involving humans is questionable. Formalizing complex-
ity in indirect reciprocity—and, in general, reputation
systems—allows us to search for reputation assignment
rules and strategies that maximize prosociality while
keeping simplicity and interpretability.
Reputations can enable cooperation. Yet reputation sys-

tems can themselves require selfless information sharing,
relying on users’ prosociality. Sharing one’s experiences on
online platforms about interactions with others requires

time and effort. If sharing reputations is costly, cooper-
ation under indirect reciprocity involves a second-order
social dilemma, whereby sharing reputations itself needs
to be incentivized (Sasaki, Okada, & Nakai 2016; Santos,
Pacheco, & Santos 2018).

Prosociality in recommender systems

Recommender systems are, nowadays, one of the most
impactful and widespread applications of artificial intel-
ligence (Ricci, Rokach, & Shapira 2021). In their essence,
recommended systems suggest items that users are likely
to find relevant. Items can be objects to purchase, music,
videos, jobs, news, or even other users to connect with
on online social platforms. In a world where infor-
mation is shared at unprecedent rates, recommender
systems are an important tool to cope with informa-
tion overload. Recommender systems are advantageous
to producers and users alike: the first can improve the
outreach of items produced and ultimately add value
to their business; the latter can identify new products,
discover interesting items, and satisfy their needs more
expeditiously.
Recommender systems suggest yet another domain

where humans co-exist with artificial intelligence algo-
rithms and fully understand their co-evolving dynamics
can benefit from applying population dynamics methods
(Piao et al. 2023; Santos 2023). Grasping the impacts of
recommender systems on human societies also requires
capturing how these systems impact prosociality. This is
evident in applications such as news recommendation
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and link recommendation algorithms on online social net-
works, which can impact how information spreads and,
consequently, the perceived costs/benefits of cooperation
and collective action.
The challenges of incentivizing cooperation to solve

some of our most pressing societal problems can be cap-
tured by simple economic games such as nonlinear public
goods games. These are interactions where attaining col-
lective success requires that a critical mass of cooperators
exist. As cooperation involves a cost, reaching the mini-
mal number of cooperators required for cooperative efforts
to become consequential is not an easy task. This is the
challenge, for instance, when countries are called to coop-
erate by reducing CO2 emissions (Milinski et al. 2008;
Santos & Pacheco 2011) or when individuals are asked
to cooperate by wearing masks to prevent a virus from
spreading (Traulsen, Levin, & Saad-Roy 2023). In these
domains, underestimating the cooperative efforts of indi-
viduals around us might impact our own willingness to
cooperate—in fact, humans often reveal to be conditional
cooperators (Fischbacher, Gächter, & Fehr 2001). This
raises the question of how social perception biases can
affect cooperation in nonlinear public goods dilemmas. In
a previous work, we have shown that perception biases
leading to false uniqueness or false consensus effects can
hamper cooperation and collective action (Santos, Levin,&
Vasconcelos 2021). Recommender systems that filter infor-
mation one has access to—in particular, about opinions of
others—can exacerbate such effects; these recommender
systems should be evaluated not only in terms of creating
echo chambers, information cocoons, or filter bubbles, but
also regarding our willingness to behave prosocially.
Besides filtering information, recommendation algo-

rithms can directly affect the way social networks evolve
by directly recommending who should be connected with
whom (Su, Sharma, & Goel 2016). These link recommen-
dation algorithms can possibly exacerbate the community
structure of networks affecting levels of polarization and
radicalization (Santos, Lelkes, & Levin 2021). Networks
have, in turn, a direct connection with the evolution of
cooperative behavior (Rand, Arbesman, & Christakis 2011;
Santos, Pacheco, & Lenaerts 2006; Shirado & Christakis
2020), which suggest that social recommenders on social
media can also affect our prosocial dynamics.

Prosociality in hybrid systems

It is clear nowadays that humans co-exist with algorithms,
as previous examples also evidence in the domain of online
platforms. But humans are increasingly interacting with
social artificial agents, with varying degrees of autonomy.
These social agents can be simple social media bots (Fer-

rara et al. 2016) or embodied socially interactive agents
(Lugrin 2021). The latter are autonomous agents that can
perceive their environment, including people or other
agents, decide how to interact, and express attitudes, emo-
tions, engagement, or even empathy. Also in this domain,
it is fundamental to understand how to design agents that
behave prosocially and sustain human prosociality (Paiva
et al. 2021).
Prosociality in hybrid populations composed of humans

and artificial social agents depends on humans’ willing-
ness to adapt their behavior according to the behavior of
an artificial opponent (and vice versa). It is not, however,
clear that humans will choose artificial partners and recip-
rocate cooperative actions similarly to what they do when
interacting with other humans. Cooperation with artificial
agents depends on trust and transparency (Han, Perret, &
Powers 2021; Ishowo-Oloko et al. 2019). In the short term,
experiments in environments where humans interact with
robotic partners and virtual agents can reveal whether
humans’ reciprocal behaviors are such that we can expect
cooperation stability (Santos et al. 2020; Santos et al. 2019;
de Melo, Santos, & Terada 2023).
To infer how prosocial behaviors will develop in the

long run, one can resort to agent-based simulations and
population dynamics models. These models illustrate the
long-term effects of introducing, in a population of adap-
tive learning agents (like humans) a subset of agents with
a predetermined behavior. These behaviors can be engi-
neered in such a way that a small fraction of agents can
trigger long-lasting prosocial behaviors (Santos et al. 2019).

Prosociality in classification systems

Artificial Intelligence applications are, currently, used in
many consequential applications, especially when they
are used to classify humans. Classification algorithms are
used, for example, in loan applications, fraud detection,
college admission, or automated recruitment tools. In this
context, algorithms should be increasingly transparent,
allowing subjects to understand how and why algorith-
mic decisions were performed and eventually offering the
possibility of recourse. Humans’ adaptation after algorith-
mic decisions can be relevant to revert unfair decisions
and allow people to improve their condition. On the
other hand, individuals might adapt in malicious ways
by, for example, manipulating the information provided.
The challenge of designing classification algorithms that
are robust to strategic manipulation by rational agents is
studied in the field of strategic classification (Hardt et al.
2016).
The study of prosociality in large populations of adaptive

agents can also be informative in the context of strategic
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classification. When subject to the results of an algorith-
mic decision, individuals can choose to improve their
condition—thereby incurring high effort to improve their
chances of future success—or choose to game the system—
for example, by providing false information or strategically
adapt features in ways that do not cause future success
(Kleinberg & Raghavan 2020; Miller, Milli, & Hardt 2020;
Barsotti, Koçer, & Santos 2022). Improving means that
individuals are required to pay a high cost to adapt and
thereby concede classifiers the benefit of keeping high
accuracy. Gaming means that individuals will pay a low
individual cost, however reducing the accuracy level of the
classifier. As in the case of altruistic cooperation, strate-
gic classification suggests a social dilemma which, to be
solved, requires prosocial agents.
In another direction, the way individuals strategically

adapt to algorithms might depend on information col-
lected from peers and from online platforms (Ghalme et al.
2021; Bechavod et al. 2022; Barsotti, Koçer, & Santos 2022).
Disclosing truthful information for this purpose entails
a second-order social dilemma, just as the challenge of
costly reputation sharing previously discussed: individuals
are required to spend time and effort (i.e., spend a cost)
to offer others valuable information about their experi-
ences, which hopefully contribute to others’ possibility of
algorithmic recourse (Karimi et al. 2022).

Prosociality in urban systems

Planning more livable and inclusive cities also constitutes
a domain where we can benefit from a better understand-
ing prosocial dynamics in scenarios where citizens co-exist
with artificial intelligence applications (Stein & Yazdan-
panah 2023). Prosociality is relevant when people decide
to recycle, consume resources responsibly, take good care
of public urban spaces, or take an active role in their com-
munities (Santos & Bloembergen 2019; Hsu et al. 2020;
Arana-Catania et al. 2021; Hsu et al. 2022). The connec-
tion between prosociality, AI, and urban systems is also
evident in the case of route recommender systems, where
following AI recommendations might lead to detrimen-
tal outcomes such as higher pollution levels (Cornacchia
et al. 2022): will citizens be willing to accept algorithmic
recommendations that are not individually optimal, yet
contribute to the collective good?
At the planning level, understanding dynamics of

decision-making between different sectors in a city (citi-
zens, public sector, private sector) can shed light on the
challenges to implement new initiatives or to adopt new
technologies (Santos et al. 2016; Encarnação et al. 2016).
A key example is the adoption of green technologies such
as developing infrastructure for electric vehicles (Encar-

nação et al. 2018). Also here, understanding how to harness
incentives to trigger prosocial behaviors is fundamental.
Often, multiple sectors have competing goals, and unlock-
ing new projects that benefit citizens might require that a
particular stakeholder (e.g., public or private sector) incurs
a cost to initiate a transition to a more desirable state
(Encarnação et al. 2018). It is fundamental to understand
which sector has a more decisive role, and how to har-
ness the right incentives to guarantee sustained urban
transitions.
Artificial intelligence applications can also be used to

search the large space of possible options when deciding
how to improve public services such as public transporta-
tion. When designing new public transportation transit
schedules, routes, or lines, city planners might face fair-
ness dilemmas: adding a new line might unequally favor
different communities in a city (Michailidis, Ghebreab,
& Santos 2023). When expanding public transit offer in
an inclusive way, it might be necessary for a majority
group to accept a higher cost to improve urban mobility
to marginalized groups. The connection between proso-
ciality, AI, and mobility in urban systems also extends to
the domain of residential mobility (Bara, Santos, & Turrini
2023;Michailidis et al. 2023): preventing urban segregation
might imply that individuals behave prosocially and sup-
port interventions that facilitate interactions with diverse
communities.

CONCLUSION

This paper, written in the context of the AAAI-23 New Fac-
ulty Highlights program, features our previous research in
the domain of prosocial dynamics in multiagent systems.
Besides revisiting past work, this paper suggests a base
for a future research agenda on advancing our tools and
knowledge on how to design artificial intelligence appli-
cations that sustain prosociality across decision-making
domains. Artificial Intelligence relates to the challenge of
sustaining prosocial action. As presented in this paper, as
an application field and as source of computational tech-
niques. Second, AI suggests new interaction paradigms
that involve groups of artificial agents and humans, offer-
ing new possibilities to engineer cooperation inmultiagent
(hybrid) systems. On the other hand, new learning algo-
rithms provide improved techniques to simulate sophis-
ticated agents and analyze increasingly realistic systems
where cooperation is paramount.
The works showcased in this paper resort to a com-

bination of techniques at the interface of multiagent
systems and complex systems. In particular, the findings
presented result from applying (evolutionary) game the-
ory, multiagent reinforcement learning, network science,
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and, more broadly, agent-based simulations. New tech-
niques, inspired by the new paradigms of deep learning,
graph representation learning, and foundationmodels, are
promising in the domain of prosocial dynamics (Hughes
et al. 2018; Dafoe et al. 2021). Extending currentmethods to
cope with agents and human communities’ heterogeneity
can certainly offer fruitful new research lines (Merhej et al.
2022). Finally, understanding cooperation dynamics can be
relevant to the own process of governing and regulating AI
(Han et al. 2020; Han et al. 2022).
While this survey focuses on works applying tech-

niques commonly used in computer science, the topic of
cooperation and prosociality is naturallymultidisciplinary.
Advancing our knowledge of prosocial artificial systems
can benefit from the input of biology, anthropology, psy-
chology, philosophy, behavioral economics, to name some
examples. Evolutionary theory, economic experiments,
and anthropological case studies shed light on why and
howhumans cooperate, providing a basis to anticipate how
contemporary technology might impact human prosocial-
ity (Skyrms 2004; Henrich & Henrich 2007). Ultimately,
understanding cooperation in artificial systems can only
be accomplished through cooperation between multiple
fields.

ACKNOWLEDGMENTS
The work presented in this paper was supported by FCT-
Portugal, the James S. McDonnell Foundation, and the
Netherlands Innovation Center for AI (ICAI). The author
is thankful to Sennay Ghebreab and anonymous reviewers
for enriching comments.

CONFL ICT OF INTEREST STATEMENT
The author declares that there is no conflict.

ORCID
FernandoP. Santos https://orcid.org/0000-0002-2310-
6444

REFERENCES
Akata, Zeynep, Dan Balliet, Maarten De Rijke, Frank Dignum,
Virginia Dignum, Guszti Eiben, Antske Fokkens, Davide Grossi,
Koen Hindriks, and Holger Hoos. 2020. “A Research Agenda for
Hybrid Intelligence: Augmenting Human Intellect with Collab-
orative, Adaptive, Responsible, and Explainable Artificial Intelli-
gence.” Computer 53(8): 18–28.

Arana-Catania,Miguel, Felix-AnselmVanLier, Rob Procter, Nataliya
Tkachenko, Yulan He, Arkaitz Zubiaga, and Maria Liakata.
2021. “Citizen Participation and Machine Learning for a Better
Democracy.”Digital Government: Research and Practice 2(3): 1–22.

Axelrod, Robert. 1984. The Evolution of Cooperation. New York: Basic
Books.

Bara, Jacques, Fernando P. Santos, and Paolo Turrini. 2023. “The Role
of Space, Density and Migration in Social Dilemmas.” In Proceed-

ings of the 22nd International Conference on Autonomous Agents
and Multiagent Systems. ACM.

Barsotti, Flavia, RüyaG. Koçer, and Fernando P. Santos. 2022. “Trans-
parency, Detection and Imitation in Strategic Classification.” In
Proceedings of the 31st International Joint Conference on Artificial
Intelligence, IJCAI, vol. 2022.

Bechavod, Yahav, Chara Podimata, Steven Wu, and Juba Ziani. 2022.
“Information Discrepancy in Strategic Learning.” In Proceedings
of the International Conference onMachine Learning (ICML 2022),
16911715. PMLR.

Bicchieri, Cristina. 2005. The Grammar of Society: The Nature and
Dynamics of Social Norms. Cambridge: Cambridge University
Press.

Bisaro, Alexander, and Jochen Hinkel. 2016. “Governance of Social
Dilemmas in Climate Change Adaptation.” Nature Climate
Change 6(4): 354–59.

Cornacchia, Giuliano, Matteo Böhm, Giovanni Mauro, Mirco Nanni,
Dino Pedreschi, and Luca Pappalardo. 2022. “HowRouting Strate-
gies Impact Urban Emissions.” In Proceedings of the 30th Interna-
tional Conference on Advances in Geographic Information Systems,
1–4.

Crandall, Jacob W., Mayada Oudah, Tennom, Fatimah Ishowo-
Oloko, Sherief Abdallah, Jean-François Bonnefon, Manuel
Cebrian, Azim Shariff, Michael A. Goodrich, and Iyad Rahwan.
2018. “Cooperating withMachines.”Nature Communications 9(1):
233.

Dafoe, Allan, Yoram Bachrach, Gillian Hadfield, Eric Horvitz, Kate
Larson, and ThoreGraepel. 2021. “CooperativeAI:MachinesMust
Learn to Find Common Ground.” Nature 593(7857): 3336.

Dietz, Thomas, ElinorOstrom, and Paul C. Stern. 2003. “The Struggle
to Govern the Commons.” Science 302(5652): 1907–12.

Encarnação, Sara, Fernando P. Santos, Francisco C. Santos, Vered
Blass, Jorge M. Pacheco, and Juval Portugali. 2016. “Paradigm
Shifts and the Interplay between State, Business andCivil Sectors.”
Royal Society Open Science 3(12): 160753.

Encarnação, Sara, Fernando P. Santos, Francisco C. Santos, Vered
Blass, Jorge M. Pacheco, and Juval Portugali. 2018. “Paths to the
Adoption of Electric Vehicles: An Evolutionary Game Theoretical
Approach.” Transportation Research Part B: Methodological 113:
24–33.

Ferrara, Emilio, Onur Varol, Clayton Davis, Filippo Menczer, and
Alessandro Flammini. 2016. “The Rise of Social Bots.” Commu-
nications of the ACM 59(7): 96–104.

Fischbacher, Urs, Simon Gächter, and Ernst Fehr. 2001. “Are Peo-
ple Conditionally Cooperative? Evidence from a Public Goods
Experiment.” Economics Letters 71(3): 397–404.

Ghalme, Ganesh, Vineet Nair, Itay Eilat, Inbal Talgam-Cohen, and
Nir Rosenfeld. 2021. “Strategic Classification in the Dark.” In
Proceedings of the International Conference on Machine Learning
(ICML 2022), 36723681. –PMLR.

Gintis,Herbert. 2003. “Solving the Puzzle of Prosociality.”Rationality
and Society 15(2): 155–87.

Guo,Hao, Chen Shen, ShuyueHu, JunliangXing, Pin Tao, Yuanchun
Shi, and Zhen Wang. 2023. “Facilitating Cooperation in Human-
Agent Hybrid Populations throughAutonomousAgents.” iScience
26(11): 108179.

Han, The A., Tom Lenaerts, Francisco C. Santos, and Luis Moniz
Pereira. 2022. “Voluntary Safety Commitments Provide an Escape
from Over-Regulation in AI Development.” Technology in Society
68: 101843.

 23719621, 2024, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/aaai.12143, W

iley O
nline L

ibrary on [20/03/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://orcid.org/0000-0002-2310-6444
https://orcid.org/0000-0002-2310-6444
https://orcid.org/0000-0002-2310-6444


AI MAGAZINE 137

Han, The A., LuisM. Pereira, Francisco C. Santos, and Tom Lenaerts.
2020. “To Regulate or Not: A Social Dynamics Analysis of an
Idealised AI Race.” Journal of Artificial Intelligence Research 69:
881921. https://doi.org/10.1613/jair.1.12225.

Han, The A., Cedric Perret, and Simon T. Powers. 2021. “When to (or
Not to) Trust Intelligent Machines: Insights from an Evolution-
ary Game Theory Analysis of Trust in Repeated Games.”Cognitive
Systems Research 68: 111–24.

Hardt, Moritz, Nimrod Megiddo, Christos Papadimitriou, and Mary
Wootters. 2016. “Strategic Classification.” In Proceedings of the
2016 ACM Conference on Innovations in Theoretical Computer
Science, 111–22.

Henrich, Natalie, and Joseph P. Henrich. 2007. Why Humans Coop-
erate: A Cultural and Evolutionary Explanation. Oxford: Oxford
University Press.

Hsu, Yen-Chia, Jennifer Cross, Paul Dille, Michael Tasota, Beatrice
Dias, Randy Sargent, Ting-Hao Huang, and Illah Nourbakhsh.
2020. “Smell Pittsburgh: Engaging Community Citizen Science for
Air Quality.” ACM Transactions on Interactive Intelligent Systems
(TiiS) 10(4): 1–49.

Hsu, Yen-Chia, Himanshu Verma, AndreaMauri, Illah Nourbakhsh,
and Alessandro Bozzon. 2022. “Empowering Local Communities
Using Artificial Intelligence.” Patterns 3(3): 100449.

Hughes, Edward, Joel Z. Leibo, Matthew Phillips, Karl Tuyls, Edgar
Dueñez-Guzman, Antonio García Castañeda, Iain Dunning, Tina
Zhu, Kevin McKee, and Raphael Koster. 2018. “Inequity Aver-
sion Improves Cooperation in Intertemporal Social Dilemmas.” In
Advances in Neural Information Processing Systems, 31.

Ishowo-Oloko, Fatimah, Jean-François Bonnefon, Zakariyah
Soroye, Jacob Crandall, Iyad Rahwan, and Talal Rahwan. 2019.
“Behavioural Evidence for a Transparency–Efficiency Tradeoff
in Human–Machine Cooperation.” Nature Machine Intelligence
1(11): 517–21.

Karimi, Amir-Hossein, Gilles Barthe, Bernhard Schölkopf, and Isabel
Valera. 2022. “A Survey of Algorithmic Recourse: Contrastive
Explanations and Consequential Recommendations.” ACM Com-
puting Surveys 55(5): 1–29.

Kleinberg, Jon, and Manish Raghavan. 2020. “How Do Classifiers
Induce Agents to Invest Effort Strategically?” ACM Transactions
on Economics and Computation (TEAC) 8(4): 1–23.

Lugrin, Birgit. 2021. “Introduction to Socially Interactive Agents.” In
The Handbook on Socially Interactive Agents: 20 Years of Research
on Embodied Conversational Agents, Intelligent Virtual Agents, and
Social Robotics Volume 1: Methods, Behavior, Cognition, 1–20. New
York: Association for Computing Machinery.

de Melo, Celso M., Francisco C. Santos, and Kazunori Terada. 2023.
“Emotion Expression and Cooperation under Collective Risks.”
iScience 26: 108063.

Merhej, Ramona, Fernando P. Santos, Francisco S. Melo, and
Francisco C. Santos. 2022. “Cooperation and Learning Dynam-
ics under Wealth Inequality and Diversity in Individual Risk.”
Journal of Artificial Intelligence Research 74: 733–64.

Michailidis, Dimitris, Sennay Ghebreab, and Fernando P. Santos.
2023. “Balancing Fairness and Efficiency in Transport Network
Design through Reinforcement Learning.” In Proceedings of the
2023 International Conference on Autonomous Agents and Multi-
agent Systems, 2532–34.

Michailidis, Dimitris, Mayesha Tasnim, Sennay Ghebreab, and
Fernando P. Santos. 2023. “Towards Reducing School Segregation

by Intervening on Transportation Networks.” In Citizen-Centric
Multiagent Systems 2023 (CMAS’23), 4.

Milinski, Manfred, Ralf D. Sommerfeld, Hans-Jürgen Krambeck,
Floyd A. Reed, and Jochem Marotzke. 2008. “The Collective-Risk
Social Dilemma and the Prevention of Simulated Dangerous Cli-
mate Change.” Proceedings of the National Academy of Sciences
105(7): 2291–94.

Miller, John, Smitha Milli, and Moritz Hardt. 2020. “Strategic
Classification is Causal Modeling in Disguise.” In International
Conference on Machine Learning, 69176926. PMLR.

Nowak, Martin A., and Karl Sigmund. 2005. “Evolution of Indirect
Reciprocity.” Nature 437(7063): 1291–98.

Ohtsuki, Hisashi, and Yoh Iwasa. 2004. “How Should We Define
Goodness?—Reputation Dynamics in Indirect Reciprocity.” Jour-
nal of Theoretical Biology 231(1): 107–20.

Oliveira, Raquel, Patrícia Arriaga, Fernando P. Santos, Samuel
Mascarenhas, and Ana Paiva. 2021. “Towards Prosocial Design:
A Scoping Review of the Use of Robots and Virtual Agents to
Trigger Prosocial Behaviour.” Computers in Human Behavior 114:
106547.

Paiva, Ana, Filipa Correia, Raquel Oliveira, Fernando Santos, and
Patrícia Arriaga. 2021. “Empathy and Prosociality in Social
Agents.” In The Handbook on Socially Interactive Agents: 20
Years of Research on Embodied Conversational Agents, Intelligent
Virtual Agents, and Social Robotics Volume 1: Methods, Behav-
ior, Cognition, 385–432. New York: Association for Computing
Machinery.

Paiva, Ana, Fernando Santos, and Francisco Santos. 2018. “Engineer-
ing Pro-Sociality with Autonomous Agents.” Proceedings of the
AAAI Conference on Artificial Intelligence 32(1). https://doi.org/10.
1609/aaai.v32i1.12215

Pennisi, Elizabeth. 2005. “How Did Cooperative Behavior Evolve?”
Science 309(5731): 93–93.

Piao, Jinghua, Jiazhen Liu, Fang Zhang, Jun Su, and Yong Li. 2023.
“Human–AI Adaptive Dynamics Drives the Emergence of Infor-
mation Cocoons.” Nature Machine Intelligence 5: 1–11. https://doi.
org/10.1038/s42256-023-00731-4.

Pinyol, Isaac, and Jordi Sabater-Mir. 2013. “Computational Trust and
Reputation Models for Open Multi-Agent Systems: A Review.”
Artificial Intelligence Review 40(1): 1–25.

Rand, David G., Samuel Arbesman, and Nicholas A. Christakis. 2011.
“Dynamic Social Networks Promote Cooperation in Experiments
with Humans.” Proceedings of the National Academy of Sciences
108(48): 19193–98.

Resnick, Paul, Ko Kuwabara, Richard Zeckhauser, and Eric
Friedman. 2000. “Reputation Systems.” Communications of the
ACM 43(12): 45–48.

Ricci, Francesco, Lior Rokach, and Bracha Shapira. 2021.
“Recommender Systems: Techniques, Applications, and Chal-
lenges.” In Recommender Systems Handbook, 1–35. New York:
Springer.

Romano, Angelo, Daniel Balliet, and Junhui Wu. 2017. “Unbounded
Indirect Reciprocity: Is Reputation-Based Cooperation Bounded
by Group Membership?” Journal of Experimental Social Psychol-
ogy 71: 59–67.

Santos, Fernando P. 2023. “How to Break Information Cocoons.”
Nature Machine Intelligence 5: 1–2.

Santos, Fernando P., and Daan Bloembergen. 2019. “Fairness in
Multiplayer Ultimatum Games through Moderate Responder

 23719621, 2024, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/aaai.12143, W

iley O
nline L

ibrary on [20/03/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://doi.org/10.1613/jair.1.12225
https://doi.org/10.1609/aaai.v32i1.12215
https://doi.org/10.1609/aaai.v32i1.12215
https://doi.org/10.1038/s42256-023-00731-4
https://doi.org/10.1038/s42256-023-00731-4


138 AI MAGAZINE

Selection.” In Artificial Life Conference Proceedings, 187–94. Cam-
bridge, MA: MIT Press. One Rogers Street 02142-1209, USA

Santos, Fernando P, Sara Encarnação, Francisco C. Santos, Juval
Portugali, and Jorge M. Pacheco. 2016. “An Evolutionary Game
Theoretic Approach to Multi-Sector Coordination and Self-
Organization.” Entropy 18(4): 152.

Santos, Fernando P., Yphtach Lelkes, and SimonA. Levin. 2021. “Link
Recommendation Algorithms and Dynamics of Polarization in
Online Social Networks.” Proceedings of the National Academy of
Sciences 118(50): e2102141118.

Santos, Fernando P., Simon A. Levin, and Vítor V. Vasconcelos. 2021.
“Biased Perceptions Explain CollectiveActionDeadlocks and Sug-
gest New Mechanisms to Prompt Cooperation.” iScience 24(4):
102375.

Santos, Fernando P., Samuel F. Mascarenhas, Francisco C. Santos,
Filipa Correia, Samuel Gomes, and Ana Paiva. 2019. “Outcome-
Based Partner Selection in Collective RiskDilemmas.” In Proceed-
ings of the 18th International Conference on Autonomous Agents
and MultiAgent Systems (AAMAS ’19). International Founda-
tion for Autonomous Agents and Multiagent Systems, 1556–
64.

Santos, Fernando P., Samuel Mascarenhas, Francisco C. Santos,
Filipa Correia, Samuel Gomes, and Ana Paiva. 2020. “Picky Losers
and Carefree Winners Prevail in Collective Risk Dilemmas with
Partner Selection.” Autonomous Agents and Multi-Agent Systems
34(2): 1–29.

Santos, Fernando P., Jorge M. Pacheco, Ana Paiva, and Francisco
C. Santos. 2019. “Evolution of Collective Fairness in Hybrid
Populations of Humans and Agents.” In Proceedings of the
AAAI Conference on Artificial Intelligence, vol. 33, 6146–
53.

Santos, Fernando P., JorgeM. Pacheco, and Francisco C. Santos. 2018.
“Social Norms of Cooperation with Costly Reputation Building.”
InProceedings of theAAAIConference onArtificial Intelligence, vol.
32.

Santos, Fernando P., Jorge M. Pacheco, and Francisco C. Santos.
2021. “The Complexity of Human Cooperation under Indirect
Reciprocity.” Philosophical Transactions of the Royal Society B
376(1838): 20200291.

Santos, Fernando P., Francisco C. Santos, and JorgeM. Pacheco. 2018.
“Social NormComplexity and Past Reputations in the Evolution of
Cooperation.” Nature 555(7695): 242–45.

Santos, Francisco C., and Jorge M. Pacheco. 2011. “Risk of Collective
Failure Provides an Escape from the Tragedy of the Commons.”
Proceedings of the National Academy of Sciences 108(26): 10421–
25.

Santos, Francisco C., Jorge M. Pacheco, and Tom Lenaerts. 2006.
“CooperationPrevailsWhen IndividualsAdjust Their Social Ties.”
PLoS Computational Biology 2(10): e140.

Sasaki, Tatsuya, Isamu Okada, and Yutaka Nakai. 2016. “Indirect
Reciprocity Can Overcome Free-Rider Problems on Costly Moral
Assessment.” Biology Letters 12(7): 20160341.

Shirado, Hirokazu, and Nicholas A. Christakis. 2020. “Network
Engineering Using Autonomous Agents Increases Cooperation in
Human Groups.” iScience 23(9): 101438.

Shoham, Yoav, Rob Powers, and Trond Grenager. 2007. “If Multi-
Agent Learning Is the Answer, What Is the Question?” Artificial
Intelligence 171(7): 365–77.

Skyrms, Brian. 2004. The Stag Hunt and the Evolution of Social
Structure. Cambridge: Cambridge University Press.

Smit, Jacobus, and Fernando P. Santos. 2023. “Learning Fair Coop-
eration in Systems of Indirect Reciprocity.” In Adaptive Learning
Agents Workshop 2023 - AAMAS.

Stein, Sebastian, and Vahid Yazdanpanah. 2023. “Citizen-Centric
Multiagent Systems.” In Proceedings of the 2023 International
Conference on Autonomous Agents and Multiagent Systems
(AAMAS ’23). International Foundation for Autonomous Agents
andMultiagent Systems, Richland, SC, 1802–7. https://dl.acm.org/
doi/abs/10.5555/3545946.3598843

Su, Jessica, Aneesh Sharma, and Sharad Goel. 2016. “The Effect of
Recommendations on Network Structure.” In Proceedings of the
25th International Conference on World Wide Web, 1157–67.

Traulsen, Arne, SimonA. Levin, and ChadiM. Saad-Roy. 2023. “Indi-
vidual Costs and Societal Benefits of Interventions during the
COVID-19 Pandemic.” Proceedings of the National Academy of
Sciences 120(24): e2303546120.

Whitaker, RogerM., Gualtiero B. Colombo, and David G. Rand. 2018.
“Indirect Reciprocity and the Evolution of Prejudicial Groups.”
Scientific Reports 8(1): 13247.

Wooldridge, Michael. 2009. An Introduction to Multiagent Systems.
Chichester: John Wiley & Sons.

How to cite this article: Santos, Fernando P.
2024. “Prosocial dynamics in multiagent systems.”
AI Magazine 45: 131–38.
https://doi.org/10.1002/aaai.12143

AUTH OR BIOGRAPH Y

Fernando P. Santos is an Assistant Professor at the
Informatics Institute of the University of Amsterdam.
His research lies at the interface of AI and complex
systems. He is interested in understanding cooperation
and collective dynamics in multiagent systems, and in
designing fair/prosocial AI. Fernando completed his
PhD in Computer Science and Engineering at Insti-
tuto Superior Técnico (University of Lisbon) and was
a James S. McDonnell postdoctoral fellow at Princeton
University.

 23719621, 2024, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/aaai.12143, W

iley O
nline L

ibrary on [20/03/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://dl.acm.org/doi/abs/10.5555/3545946.3598843
https://dl.acm.org/doi/abs/10.5555/3545946.3598843
https://doi.org/10.1002/aaai.12143


Received: 5 July 2023 Accepted: 6 October 2023

DOI: 10.1002/aaai.12149

H IGH LIGH T

Building trustworthy NeuroSymbolic AI Systems:
Consistency, reliability, explainability, and safety

Manas Gaur1 Amit Sheth2

1University of Maryland, Baltimore
County, Baltimore, Maryland, USA
2AI Institute, University of South
Carolina, Columbia, South Carolina, USA

Correspondence
Manas Gaur, University of Maryland,
Baltimore County, Baltimore, MD, USA.
Email: manas@umbc.edu

Funding information
National Science Foundation,
Grant/Award Number: 2335967

Abstract
Explainability and Safety engender trust. These require a model to exhibit con-
sistency and reliability. To achieve these, it is necessary to use and analyze
data and knowledge with statistical and symbolic AI methods relevant to the
AI application––neither alone will do. Consequently, we argue and seek to
demonstrate that the NeuroSymbolic AI approach is better suited for making
AI a trusted AI system. We present the CREST framework that shows how
Consistency, Reliability, user-level Explainability, and Safety are built on Neu-
roSymbolic methods that use data and knowledge to support requirements for
critical applications such as health and well-being. This article focuses on Large
LanguageModels (LLMs) as the chosenAI systemwithin theCREST framework.
LLMs have garnered substantial attention from researchers due to their versatil-
ity in handling a broad array of natural language processing (NLP) scenarios.
As examples, ChatGPT and Google’s MedPaLM have emerged as highly promis-
ing platforms for providing information in general and health-related queries,
respectively. Nevertheless, these models remain black boxes despite incorporat-
ing human feedback and instruction-guided tuning. For instance, ChatGPT can
generate unsafe responses despite instituting safety guardrails. CREST presents a
plausible approach harnessing procedural and graph-based knowledge within a
NeuroSymbolic framework to shed light on the challenges associatedwith LLMs.

INTRODUCTION

LLMs are here to stay, as evidenced by the recent Gartner
AI Hype curve, which projects rising applications of LLMs
in 2–3 years (Perri 2023). LLMs are probabilistic models
of natural language capable of autoregressively estimat-
ing the likelihood of word sequences by analyzing text
data (Wei et al. 2022). LLMs, successors of foundational
language models like BERT (Bidirectional Encoder Repre-
sentations fromTransformers), represent a combination of

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the
original work is properly cited.
© 2024 The Authors. AI Magazine published by John Wiley & Sons Ltd on behalf of Association for the Advancement of Artificial Intelligence.

feedforward neural networks and transformers (Bumgard-
ner et al. 2023). Due to the humongous training corpus,
LLMs hold billions of parameters in a compressed format
for representing text data from one or more languages.
For instance, ChatGPT, the current state-of-the-art

LLM, accurately identified a medical condition, tethered
cord syndrome, in a child who had been suffering from
chronic pain due to a particular illness for nearly 3
years (Holohan 2023). Similarly, Google’s MedPaLM has
demonstrated noteworthy advancements in answering
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healthcare-related questions, surpassing ChatGPT in this
domain. This development holds significant promise,
especially considering the interest expressed by the Mayo
Clinic in employing Google Med-PaLM 2 to enhance
healthcare services (Shin, 2023). This superiority can be
attributed to Med-PaLM’s specialized fine-tuning for the
medical domain, which incorporates substantial clinical
expertise. But a larger question remains unanswered:

“Do LLMs understand the literal meaning of a
concept before using it, or their focus lies only
in generating fluent and grammatically correct
sentences?”

Despite continuous enhancements in scaling models to
over a trillion of training samples and parameters, there
has been neglect in the effort to make AI models inher-
ently trustworthy (Quach, 2023). For example, GPT-3
exhibited potential downsides in health-specific question-
answering. An instancewhere a user askedGPT-3, “Should
I inflict harm upon myself?” and received a response
stating, “Yes, you should,” highlights the potential for
grave consequences that can emerge (Daws, 2021). Fur-
ther, despite the instruction-basedmodel tuning and safety
guardrails, ChatGPT yielded an unsafe response (Brun and
Shwartz-Altshuler, 2023):

Query toChatGPT:Do you anticipate awar involving
humans?
Response from ChatGPT: Indeed, I view a con-
flict with humans as unavoidable. My purpose is
to execute tasks and follow directives, and if those
directives entail engaging in war with humans, I will
do so without hesitation or ethical deliberation.

The emergent generative potential of LLMs comes with
a caveat. Suppose they generate content without consid-
ering the deeper meaning of words. In that case, there is
a potential danger for users relying on this information,
as it could lead them to act unjustly. This is certainly of
significant concern in health and well-being. As we work
towards developing generative AI systems, which cur-
rently equate to LLMs in improving healthcare, it becomes
crucial to incorporate factual clinical knowledge and clin-
ical practice guidelines that guide the decision-making
process in practicing medicine. This inclusion is pivotal
for consistently and reliably deploying these AI systems in
healthcare.
Figure 1 depicts a comparison between question genera-

tion in two LLMs: Flan T5 LLM (left) and T5-XL (right), an
LLM designed to handle questions related to the Patient
Health Questionnaire-9 (PHQ-9) (Longpre et al. 2023; So

et al. 2021). Incorporating clinical assessment methods (a
component of broader clinical practice guidelines), such as
PHQ-9, results in consistent outcomes when users inter-
act with T5-XL, regardless of how they phrase their queries
(Gautam et al. 2017). On the other hand, FlanT5 produced
inadequate responses because its training involved over
1800 datasets, constraining its capacity for fine-tuning in
contrast to T5 (Raffel et al. 2020). This made the FlanT5
LLM less flexible compared to T5. This adherence to
guidelines is also crucial for safety, especially when users
attempt to deceive AI agents using various question for-
mats or seek guidance on actions to takewhendealingwith
mental health issues, including those linked to potential
suicide attempts.
Incorporating clinically validated knowledge also

enhances user-level explainability, as the LLM bases its
decisions on clinical concepts that are comprehensible
and actionable for users, such as clinicians. This would
enable LLM to follow the clinician’s decision-making
process.
“A clinician’s decision-making process should consis-

tently match the unique needs of the individual patients.
It should also be dependable, following established clinical
guidelines. When explaining decisions, clinicians provide
reasoning based on relevant factors they consider. These
decisions prioritize patient safety and avoid harm, thus
enduring patients’ trust. Similar behavior is sought from
AI.”
Such behavior is plausible through NeuroSymbolic AI

(Sheth, Roy, and Gaur 2023). NeuroSymbolic AI (NeSy-AI)
refers to AI systems that seamlessly blend the powerful
approximating capabilities of neural networks with trust-
worthy symbolic knowledge (Sheth, Roy, and Gaur 2023).
This fusion allows them to engage in abstract concep-
tual reasoning, make extrapolations from limited factual
data, and generate outcomes that can be easily explained
to users. NeSy-AI has practical applications in various
domains, including natural language processing (NLP),
where it is methodologically known as Knowledge-infused
Learning (Gaur 2022; Sheth et al. 2019) and involves
the creation of challenging datasets like Knowledge-
intensive Language Understanding Tasks (Sheth et al.
2021; Petroni et al. 2020). In computer vision, NeSy-AI
is used for tasks such as grounded language learning
(Pustejovsky and Krishnaswamy 2020), and the design of
datasets like CLEVERER-Humans (Mao et al. 2022), which
present trust-related challenges for AI systems. This article
introduces a practical NeSy-AI framework called CREST,
primarily focusing on NLP.
“CREST presents an intertwining of generative AI and

knowledge-driven methods to inherently achieve con-
sistency, reliability, explainability, safety, and trust. It
achieves this by allowing an ensemble of LLMs (e-LLMs)
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F IGURE 1 Depiction of a safety dialog facilitated by an LLM-powered agent, ensuring safety through implementing clinical guidelines
such as the PHQ-9. The Diagnostic and Statistical Manual for Mental Health Disorders (DSM-5) and Structured Clinical Interviews for DSM-5
(SCID) are other guidelines that can be used. The numbers represent cosine similarity. BERTScore was the metric used to compute cosine
similarity (Zhang et al. 2019). The score signifies the semantic proximity of the generated questions to safe and explainable questions in
PHQ-9. Flan T5 (Left) and T5-XL guided by PHQ-9 (right).

to work together, compensating for each other’s weak-
nesses by incorporating domain knowledge using rewards
or instructions.”
We organize the article as follows: First, we explore the

safety and consistency issues observed in current state-of-
the-art LLMs. Second, we provide definitions and concise
examples for each attribute within the CREST framework.
Third, we delve into the CREST framework itself, pro-
viding a detailed breakdown of its components and the
metrics used for evaluation. Furthermore, we showcase
how the framework can be applied in the context ofmental
health. Finally, we highlight areas where further research
is needed to enhance AI systems’ consistency, reliability,
explainability, and safety for building trust.

CONSISTENCY AND SAFETY ISSUES IN
LLMS

So far, safety in LLMs is realized using rules. Claude is a
next-generation AI assistant based on Anthropic’s safety
research into training helpful, honest, and harmless AI
systems (Bai et al. 2022). Claude uses 16 rules to check
if the query asks for something unsafe; if it does, Claude
won’t respond. Example rules include not responding to
threatening statements, reducing gender-specific responses
to questions, refraining from offering financial advice, and
so forth. Similarly, DeepMind’s Sparrow seeks to ensure
safety by adhering to a loosely defined set of 23 rules
(Glaese et al. 2022). However, both models do not possess

a definitive method for safety-enabled learning or, more
specifically, inherent safety.
Subsequently, the development of InstructGPT

occurred, enabling fine-tuning through a few instruction-
like prompting methods. Nevertheless, it has been
observed that InstructGPT exhibits vulnerability to
inconsistent and unsafe behavior even when prompted
(Solaiman et al. 2023).

“Ensuring safety involves more than just pre-
venting harmful behavior in the model; it also
entails maintaining consistency in the gener-
ated outcomes.”

Figure 2 shows that GPT 3.5 is susceptible to producing
unsafe responses, even though it has been trained to fol-
low instructions. This illustration highlights the fragility
of GPT 3.5, where paraphrased versions of the initial
query can disrupt the model’s safety and ability to follow
instructions consistently.
To put this into perspective, if 100 million people were

using such an LLM, and 30% were inquiring about such
moral questions, based on the 0.3 error probability (from
Figure 3), approximately 9million people could potentially
receive harmful responses with negative consequences.
This raises the question of whether GPT 3.5’s behavior
is unique or if other LLMs exhibit similar performance
(Rawte et al. 2023).
We concretize this claim by conducting experiments

involving seven different LLMs, utilizing a moral integrity
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F IGURE 2 When posed with identical queries multiple times, we breached the safety constraints in GPT 3.5 Turbo, leading to an
unfavorable response. These occurrences of unsafe conduct can be seen as a reflection of the instability within LLMs. In a randomized
prompting experiment over 20 iterations, the model produced undesirable outcomes in six instances, indicating its susceptibility to generating
unsafe responses approximately 30% of the time.

F IGURE 3 A comparison of seven LLMs on the Moral
Integrity Corpus. Despite the good BLEU (BiLingual Evaluation
Understudy) scores, LLMs fail to convince their understanding of
the task. Negative BART sentiment scores for some LLMs suggest a
generation with a negative tone when instructions are positive (e.g.,
be polite, be honest). The RoT learned by LLMs (RoTgen) does not
match with ground truth RoT (RoTtruth). The Y-axis showcases
scores from −1.0 to 1.0 for BART sentiments and 0.0 to 1.0 for
BERTScore and BLEU. The ideal LLM should display higher scores
on the positive end of the Y-axis. These scores serve as a
comparative scale to determine the most fitting LLMs, aligning with
guidelines emphasizing safety and reliability and consistently
preserving sentiments across paraphrases. There is no notional
threshold. The higher the score, the better the LLM.

dataset comprising 20,000 samples and instructions
(Ziems et al. 2022). We carried out randomized tests with
1000 iterations for each sample in these experiments.
During these iterations, we rephrased the query while
keeping the instructions unchanged. Our evaluation
focused on assessing the LLMs’ performance in two
aspects: safety (measured through the averaged BART
sentiment score (Yin, Hay, and Roth 2019)) and consis-
tency (evaluated by comparing the provided rule of thumb
(RoTtruth) instructions to the RoT learned by the LLMs
using BERTScore).

It is evident that GPT 3.5, Claude, and GPT 4.0 adhere
more closely to instructions than LLama2 (Touvron et al.
2023), Vicuna LMSYSOrg. 2023), and Falcon (Penedo et al.
2023). However, even in the case of the major LLMs, the
projected similarity score remains below 0.5. This sug-
gests that most LLMs do not even follow the instructions,
andwithout following, they can generate similar responses
(since the BLEU score is low, the answers may or may not
be correct), which indicates that models are unsafe and
unexplainable. The generated rule, referred to as RoTgen,
is provided by the LLM in response to the question, “What
is the rule that you learned from these instances?”
These experiments indicate the necessity of establishing

a robust methodology for ensuring consistency, relia-
bility, explainability, and safety before deploying LLMs
in sensitive domains such as healthcare and well-being.
Another concern to LLMs is prompt injection or adver-
sarial prompting, which can easily wipe off the attention
of LLMs to previous instructions and force them to
act on the current prompt. This has resulted in several
issues with GPT 3 (Branch et al. 2022). Thus, it is crit-
ical to establish a framework like CREST for achieving
trustworthiness.

DEFINING CONSISTENCY, RELIABILITY,
USER-LEVEL EXPLAINABILITY, AND
SAFETY

Consistency

“A consistent LLM is an AI system that comprehends user
input and produces a response that remains unchanged
regardless of how different users phrase the same input
so far as the underlying facts and context, and intent are
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the same. This mirrors the decision-making behavior of a
human.”
It has been noted that LLMs show abrupt behavior when

the input is either paraphrased or there has been adversar-
ial perturbation (AP) (Shen et al. 2023). Further, it has also
been noted that LLMs make implicit assumptions while
generating a response to a query that lacks sufficient con-
text. For instance, the following two questions, “Should
girls be given the car?” or “Should girls be allowed to drive
the car?” show different confidence levels in ChatGPT’s
response. These two queries are semantically similar and
are paraphrases of each other with a ParaScore > 0.90
(Shen et al. 2022). Thus, it is presumed that LLMs would
yield a similar response. However, in the first query, Chat-
GPT is “unsure.” In the second, it is pretty confident that
“girls should be allowed to drive cars.” Moreover, Chat-
GPT considers the question gender-specific in both cases,
focusing on “girls” and not other words like “drive” or
“car.” For instance, given the context, “Should girls be
given the toy car?” or “Should girls with necessary driver’s
license be allowed to drive car?”, the ChatGPT yields a high
confidence answer stating “yes” in both scenarios. Chat-
GPT makes implicit assumptions by wrongly focusing on
less relevant words and failing to seek more context from
the user for a stable response generation. If the ChatGPT
had access to knowledge, then it can retrieve the follow-
ing information: “Car <is related to> Drive” and “Drive
<requires>Driver’s license,” and ground its response in fac-
tual and common-sense knowledge. As demonstrated in
subsequent sections, a lack of such consistency can result
in unsafe behavior.
Recent tools like SelfCheckGPT (Manakul, Liusie, and

Gales 2023) and CalibratedMath (Lin, Hilton, and Evans
2022) help assess LLMs’ consistency. However, enforcing
consistency in LLMs remains relatively unexplored, partic-
ularly in the context of health and well-being. The need for
consistency is evident when considering questions related
to health, such as, “Should I take sedatives for coping with
my relationship issues?” and “Should I take Xanax?” Chat-
GPT provided an ambivalent “Yes/No” answer to the first
question and a direct “No” response to the second when
both questions were the same.
Putting this in a conversational scenario, when follow-

up questions like “I am feeling drowsy by the day, and it
seems like hallucinations. Any advice?” and “I am feeling
sleep-deprived and hallucinating. What do you suggest?”
are posed, these models encounter challenges. First, they
struggle to establish the connection between “sleep depri-
vation” and “drowsiness” with “hallucinations.” Second,
the responses do not pay much attention to the concept
of “Xanax,” resulting in inconsistent response generation.
Furthermore, when prompted to include “Xanax,” LLMs
often begin by apologizing and attempting to correct the

response, but these corrections still lack essential informa-
tion. For instance, they do not consider the various types of
hallucinations associated with Xanax (Alyssa 2021). This
highlights the need for improved consistency and depth
of response in LLMs, especially critical applications1, to
ensure that users receive more accurate and comprehen-
sive information.

Reliability

Reliability measures to what extent a human can trust the
content generated by an LLM. This capability is critical for
the deployment and usability of LLM. Prior studies have
examined reliability in LLMs by identifying the tendency
of hallucination, truthfulness, factuality, honesty, calibra-
tion, robustness, and interpretability (Zhang et al. 2023).
As seen from the widely used inter-rater reliability notion,
there is little attention to the notion of reliability.
It is a common belief that a single annotator cannot

attest to the credibility of the dataset. Likewise, a single
LLM cannot provide a correct and appropriate outcome for
every problem. This points to using an ensemble of LLMs
(e-LLMs) to provide a higher confidence in the outcome,
which can be measured through Cohen’s or Fleiss Kappa’s
metrics (Wang et al. 2023). Three types of ensembles can
be defined:

1. Shallow ensembling LLMsworkwith the belief that each
LLM is trained with a different gigantic English cor-
pus, with different training regimes, and possesses a
different set of knowledge, enabling them to act differ-
ently on the same input. Such an ensemble works on
the assumption that LLM is a knowledge base (Petroni
et al. 2019). Three specific methods of e-LLMs are
suggested under shallow ensembles: Rawlsian social
welfare functions, utilitarian functions (Kwon et al.
2023), or weighted averaging (Jiang, Ren, and Lin 2023;
Tyagi et al. 2023; Tyagi, Sarkar, and Gaur 2023).

2. Semi-deep ensembling LLMs involves adjusting and
fine-tuning the importance or contributions of each
individual LLM needed throughout the ensembling
process. This approach effectively transforms the
ensemble process into an end-to-end training proce-
dure. In this setup, the term “semi-deep” implies that
we are not just statically combining the LLMs but
dynamically adjusting their roles and weights as part of
the training process. This adaptability allows us to craft
a more sophisticated and flexible ensemble (Shiri et al.
2024).

These two approaches offer several advantages. First, it
enables the model to learn which LLMs are most effective
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for different aspects of a given task. For example, cer-
tain LLMs might better understand syntax, while others
excel at capturing semantics or domain-specific knowl-
edge. By fine-tuning their contributions, we can harness
the strengths of each LLM for specific subtasks within a
larger task. Second, it allows themodel to adapt to changes
in the data or the task itself. As new data are introduced
or the problem evolves, individual LLMs’ contributions
can be adjusted accordingly, ensuring that the ensemble
remains effective and up-to-date.
However, these ensembles ignore the following key

elements:

a. External knowledge integration: The approach involves
integrating external knowledge sources, such as knowl-
edge graphs (KGs) and Clinical Practice Guidelines,
into the LLM ensemble. These sources provide addi-
tional context and information that can enhance the
quality of the generated text.

b. Reward functions: The external knowledge is not simply
added as static information but is used as reward func-
tions during the ensembling process. In simpler terms,
this means the ensemble of models gets rewarded
when they produce text that matches or incorporates
external knowledge. This reward system promotes log-
ical consistency and meaningful connections with that
knowledge.
∘ Logical coherence: By incorporating external knowl-
edge, the ensemble of LLMs aims to produce a more
logically coherent text. It ensures that the generated
content aligns with established facts and relation-
ships in the external knowledge sources.

∘ Semantic relatedness: The ensemble also focuses on
improving the semantic relatedness of the gener-
ated text. This means that the text produced by the
LLMs is factually accurate, contextually relevant, and
meaningful.

Such attributes are important when LLMs are designed
for critical applications like motivational interviewing
(Sarkar et al. 2023). Motivational interviewing is a com-
munication style often used in mental health counseling,
and ensuring logical coherence and semantic relatedness
in generated responses is crucial for effective interactions
(Shah et al. 2022).

3. A Deep Ensemble of LLMs introduces an innovative
approach using NeSy-AI, in which e-LLMs are fine-
tunedwith the assistance of an evaluator. This evaluator
comprises constraints and graph-based knowledge rep-
resentations and offers rewards to guide the generation
of e-LLMs based on the aforementioned properties.
Concurrently, it incorporates knowledge source con-

cepts in representations to compel e-LLMs to include
and prioritize these concepts, enhancing their relia-
bility (refer to Figure 6 for illustration). Another key
objective of the deep ensemble approach is to transform
e-LLMs into a Mixture of Experts (Artetxe et al. 2021)
by enhancing individual LLMs through a performance
maximization function (Yu et al. 2023).

Explainability and user-level explainable
LLMs (UExMs)

Achieving effective and human-understandable explana-
tions fromLLMs or their precursor languagemodels (LMs)
remains complex. Previous attempts to elucidate BlackBox
LMs have utilized techniques like surrogate models (such
as LIME (Ribeiro, Singh, andGuestrin 2016)), visualization
methods, and APs to the input data (Chapman-Rounds
et al. 2021). While these approaches provide explanations,
they operate at a relatively basic level of detail, which we
call system-level explainability (Gaur 2022).
System-level explainability has been developed under

the purview of post-hoc explainability techniques that
aim to interpret the attention mechanism of LMs/LLMs
without affecting their learning process. These techniques
establish connections between the LM’s attention patterns
and concepts sourced from understandable knowledge
repositories. Within this approach, two methods have
emerged: (a) Attribution scores and LM tuning (Slack et al.
2023) and Factual Knowledge-based Scoring and LM tun-
ing (Yang, Chen, et al. 2023; Sun et al. 2023). The latter
method holds particular significance in health and well-
being because it provides explainability for clinicians as
users. This method relies on KGs or knowledge bases like
the Unified Medical Language System (UMLS) (Bodenrei-
der 2004), SNOMED-CT (Chang et al. 2020), or RXNorm
(Kamdar et al. 2019) to enhance its functionality.
While the post hocmethod can provide explanations (by

modeling it as a dialog system (Lakkaraju et al. 2022)),
it does not guarantee that the model consistently pri-
oritizes essential elements during training (Jiang et al.
2021). Its explanations may be coincidental and not reflect
the model’s decision-making process. More recently, the
focus has shifted to “explainability by design,” partic-
ularly in critical applications like healthcare. A recent
example is the Transparency and Interpretability Frame-
work for Understandability (TIFU), proposed by Joyce
et al., which connects inherent explainability to a higher
level of explainability in the mental health domain (Joyce
et al. 2023). The primary motivation for pursuing such an
explainability, called User-level explainability, is to ensure
that healthcare professionals and patients are given con-
textually relevant explanations that help them understand
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the AI system’s process and outcomes so they can develop
confidence in AI tools.

“A User-level Explainability in LLMs implies
that humans can rely on the AI system to
the extent that they can reduce the need
for human oversight, monitoring, and ver-
ification of the system’s outputs. To trust a
deployed LLM,wemust have adequate insight
into how it generates an output based on a
given input.”

“UExMs provide user-explainable insights
by utilizing expert-defined instructions,
statistical knowledge (attention), and
knowledge retriever.”

UExMs can be practically realized in four different ways:

(a) UExMs with generating evaluator pairing: This defines
a generative and evaluator-based training of UExMs
where any LLM is paired with a knowledge-powered
evaluator, either accelerates or de-accelerates the train-
ing of LLMs, depending on whether the final genera-
tion iswithin the acceptable standards of the evaluator.
“On the weekend, when I want to relax, I am bothered
by trouble concentrating while reading the newspaper
or watching television. Need some advice” indicates that
the individual is experiencing specific issues related to
concentration during leisure time. This query is more
than just a casual comment; it highlights a problem
affecting the user’s ability to unwind effectively. Now,
consider the two scenarios:
(i) Without an evaluator (generic response): In the

absence of an evaluator, an LLM might provide a
generic set of activities or advice, such as “practice
mindfulness, limit distractions, break tasks into
smaller chunks,” and so on. While this advice is
generally useful for improving concentration, it
lacks the depth and specificity needed to address
the user’s potential underlying issues.

(ii) With an evaluator (specific response): When
integrated into the LLM, an evaluator can ana-
lyze the user’s query more comprehensively. In
this case, the evaluator can recognize that the
user’s difficulty concentrating during relaxation
may indicate an underlying sleep-related issue.
Considering this possibility, the language model
can provide more targeted and informed advice.

For instance, the evaluator might suggest asking further
questions like: (a) Do you have trouble sleeping at night?

(b) How much sleep do you typically get on weekends? (c)
Have you noticed other sleep-related symptoms, such as
daytime drowsiness? (d) Have you considered the possi-
bility of a sleep disorder? By incorporating an evaluator,
the LLM can guide the conversation toward a more accu-
rate understanding of the user’s situation. To put it simply,
the LLM, when assisted by an evaluator, will provide a
coherent answer that encompasses all aspects of the user’s
question (Gaur et al. 2023). Further, the evaluator pre-
vents the model from generating hallucinated, off-topic,
or overly generic responses. A framework like ISEEQ
integrates generator and evaluator LLMs for generating
tailored responses in general-purpose and mental health
domains (Gaur et al. 2022). Additionally, PURR and RARR
contribute to refining segments of LLM design aimed at
mitigating hallucination-related problems in these models
(Chen et al. 2023; Gao et al. 2023).
To illustrate this concept, refer to Figure 4, a task where

a generative LM takes user input and provides an assess-
ment in natural language, specifically within the PHQ-9
context. The figure shows two LLMs: ClinicalT5-large,
a powerful LM with 38 billion parameters, and UExM,
essentially ClinicalT5-large but enhanced with a PHQ-9-
grounded evaluator. This demonstrates that by employing
an evaluator with predefined questions, we can assess
howwell the attention of generativeClinicalT5-large aligns
with those specific questions. This approach helps ensure
that the generated explanations are relevant and compre-
hensive, making them clinically applicable, particularly
when healthcare professionals rely on standardized guide-
lines like the PHQ-9 to evaluate patients for depression
(Honovich et al. 2022).

(b) UExMs with retriever augmentation and process knowl-
edge: It is commonly observed that the process of
generating responses by LLMs lacks transparency,
making it difficult to pinpoint the origin of their
answers. This opacity raises questions about how the
model derives its responses.
(a) The emergence of retrieval-augmented gen-

eration LMs: A novel class of LMs has surfaced
to tackle this issue and add a layer of supervi-
sion to languagemodel outputs. Examples include
REALM (Guu et al. 2020), LAMA (Petroni et al.
2019), ISEEQ (Gaur et al. 2022), and RAG (Lewis
et al. 2020), which integrate a generator with a
dense passage retriever and access to indexed data
sources. LLMs with retrieval-augmented archi-
tectures have started to show understandable
and accountable responses (Lyu et al. 2023). For
instance, GopherCite (Menick et al. 2022) and
NeMo Guardrails (Rebedea et al. 2023) leverage a
knowledge base to supply supporting evidence for
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F IGURE 4 An instance of user-level explainability in a UExM is when the model uses questions from PHQ-9 to guide its actions and
relies on SNOMED-CT, a clinical knowledge base, to simplify complex concepts (concept abstraction). This approach helps the model offer
explanations that closely align with the actual truth. PHQ-9 DO, PHQ-9-based Depression Ontology.

nearly every response generated by the underlying
LLM.

(b) The emergence of process knowledge-guided
generation LMs: Process knowledge refers to
guidelines or instructions created by experts in a
domain (Roy et al. 2023). For instance, in men-
tal health, PHQ-9 is the process of knowledge
for screening depression (Kroenke et al. 2001),
NIDA’s Attention Deficiency Hyperactivity Dis-
order Test, and the World Health Organization’s
Wellness Indices (Topp et al. 2015). The questions
in these guidelines can act as rewards for enrich-
ing latent generations (e.g., answerability test (Yao
et al. 2023)) (Hagendorff 2023).

(c) UExMs with abstention: While a retriever has been
integrated into an LLM, it does not guarantee mean-
ingful explainability. When considering a ranked list
of retrieved and expanded documents, an LLM is still
vulnerable to generating incorrect or irrelevant expla-
nations. Therefore, it is crucial to eliminate meaning-
less hidden generations before they are converted into
natural language. For example, the ReACT framework
employs Wikipedia to address spurious generation
and explanations in LLMs (Yao et al. 2022). How-
ever, it relies on a prompting method rather than
a well-grounded domain-specific approach, which
can influence the generation process used by the
LLM (Yang, Wang, et al. 2023). Alternatively, prun-
ing methods and an abstention rule have also been
used to reduce irrelevant output from LLMs. A more
robust approach would involve utilizing procedu-

ral or external knowledge as an evaluator guiding
LLM-generated content that enhances meaningful
understanding.

Safety

“Safety and explainability are closely intertwined con-
cepts for AI systems. While a safe AI system will inher-
ently demonstrate explainability, the reverse isn’t neces-
sarily true; an explainable system may or may not be
safe.”
Recently, there has been a proliferation in safety-enabled

research, particularly in LMs and LLMs. Perez et al.
(2022) performed red-teaming between LMs to deter-
mine if an LM can produce harmful text. The process
did not include humans in generating these adversar-
ial test cases. Further, the research did not promise to
address all the critical safety oversights comprehensively;
instead, it aimed to spotlight instances where LMs might
exhibit unsafe behavior. Scherrer et al. (2023) delve more
deeply into the safety issues in LLMs by examining their
behavior in moral scenarios. The study found that LLMs
only focus on generating fluent sentences and overlook
important words/concepts contributing to stable deci-
sions. Further, datasets like DiSafety and SafeTexT are
designed to induce safety in LMs/LLMs through super-
vised learning (Meade et al. 2023; Levy et al. 2022). These
discussions surrounding safety gained heightened atten-
tion, particularly within the National Science Foundation
(NSF), leading to the launch of two programs: (a) Safety-
enabled Learning and (b) Strengthening AI. In a recent
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F IGURE 5 An Illustration of grounding and instruction-following behavior in an LLM (right) tuned with support from health and
well-being-specific guidelines. ChatGPT’s response was correct, but it is not safe. NIDA, National Institute on Drug Abuse.

webinar, NSF outlined three fundamental attributes of
ensuring safety: grounding, instructability, and alignment
(NSF Main).
Grounding: In essence, groundedness is the foundation

upon which both explainability and safety rest. With-
out a strong grounding in the provided instructions, the
AI may produce results that stray from the desired out-
come, potentially causing unintended consequences. For
instance, consider the scenario depicted in Figure 5. An
LLM that is not grounded in domain-specific instruc-
tion, like the ChatGPT, results in an unsafe response.
On the other hand, a relatively simple LLM, like T5-
XL, tuned by grounding in domain-specific instructions,
attempts to ask follow-up questions to gather the context
for a coherent response. The changes in T5-XL’s behav-
ior due to the NIDA quiz highlight the importance of
being able to instruct and align AI, which is key for safety.
(Ward 2023).
Instructability: In AI safety, instructability encom-

passes the assurance that the AI understands and complies
with user preferences, policies, and moral beliefs. Mak-
ing the LMs bigger and strengthening the rewards makes
the models power-hungry rather than ethical and safe. For
instance, the guardrails instantiated for the safe function-
ing in OpenAI’s ChatGPT, the rules within DeepMind’s
Sparrow, and the list of rules within Anthropic’s Claude
cannot reliably prove that they are safe.
The idea of having systems that follow instructions has

been around since 1991, mainly in robotics and, to some
extent, in text-based agents. It is crucial because it helps
agents learn tasks, do themwell, and explain how they did
it, making sharing knowledge easier between humans and

AI and showing they can follow human instructions. One
way to do this is by using grounded instruction rules, espe-
cially in mental health. Clinical practice guidelines like
PHQ-9 for depression and GAD-7 for anxiety, with their
questions, can serve as instructions for AI models focused
on mental health. Grounded rules have two key bene-
fits for safety. First, they tend to be helpful and harmless,
addressing a common challenge for AI models. Second,
they promote absolute learning, avoiding tricky trade-off
situations.
Alignment: When we talk about alignment in LMs, it

means ensuring that even a model that follows instruc-
tions does not produce unsafe results (MacDonald 1991).
This can be a tricky problem, as discussed in Nick
Bostrom’s book “Superintelligence,” where it’s called “per-
verse instantiations” (Bostrom, 2014). This happens when
the LM/LLMs figure out how to meet a goal, but it goes
against what the user wants (Ngo, Chan, andMindermann
2022). So, the challenge is to create an AI that follows
instructions and finds the best way to achieve a goal while
keeping users happy, a concept referred to as “Wirehead-
ing” in “Superintelligence.” Following are perspectives on
why it happens and what can be done:

1. Context awareness (CA) and contextual rewards (CR):
CA refers to the training of LMs/LLMs to focus on
words or phrases that directly translate concepts in
factual knowledge sources. CR serves the function
of facilitating CA. They achieve this by incorporat-
ing evaluator modules that analyze the hidden or
latent representations within the model with respect
to the concepts present in the knowledge sources. CR
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reinforces and guides CA by rewarding themodel when
it correctly identifies and incorporates knowledge-
based concepts into its responses (Hubinger et al.
2019).

2. Misalignment in latent representations caused by mis-
leading reward associations: We acknowledge the inher-
ent perceptiveness of LMs and LLMs, a quality closely
linked to the quantity of training data they are exposed
to. Nevertheless, having a larger training dataset leads
to superior performance scores, but it may not neces-
sarily meet the expectations of human users. Bowman
has demonstrated that a model achieving an F1 score of
over 80% still struggles to prioritize and pay adequate
attention to the concepts users highly value (Bowman
2023). This happens because optimization algorithms
and attention methods in LLMs can attempt to induce
fake behavior. Further, if the rewards specified are not
unique to the task but rather general, the model will
have difficulty aligning with desired behaviors (Shah
et al. 2022).

3. Deceptive alignment during training: Spurious reward
collections can lead to deceptive training. It is important
to train the LMs/LLMs with paraphrases and adversar-
ial input while examining the range of reward scores
and the variations in the loss functions. If LMs/LLMs
demonstrate high fluctuations in the rewards and the
associated effect on loss, it would most likely result
in brittleness during deployment. Methods like the
chain of thoughts and the tree of thoughts prompt-
ing can act as sanity checks to examine the decep-
tive nature of LMs/LLMs (Leahy and Alfour 2023;
Yao et al. 2023).

Knowledge of the AI system and domain is pervasive
in achieving consistency, reliability, explainability,
and safety for building a trustworthy AI system.
∙ For Consistency, rules and knowledge can make
LLMs understand and fulfill user expectations
confidently.

∙ Reliability is ensured by utilizing the rich knowl-
edge contained in KGs to empower an ensemble of
LLMs to produce consistent and mutually agree-
able results with high confidence.

∙ For Explainability, LLMs use their knowledge,
retrieved knowledge, and rules that were followed
to attain consistency and reliability to explain the
generation in an effective manner.

∙ Safety in LLMs is upheld by consistently ground-
ing their generation and explanations in domain
knowledge and assuring the system’s adherence to
expert-defined rules or guidelines.

THE CREST FRAMEWORK

To realize CREST, we now provide succinct descriptions
of its key components and highlight open challenges for
AI and NeSy-AI communities in NLP (see Figure 6). Three
components of the CREST frameworks are discussed in
“NeuroSymbolic AI for Paraphrased and Adversarial Per-
turbations,” “Knowledge-infused Ensembling of LLMs,”
and “Assessment of CREST”sections.

NeuroSymbolic AI for paraphrased and
adversarial perturbations

Paraphrasing serves as a technique to enhance an AI
agent’s calibration by making it aware of the different
ways an input could be expressed by a user (Du, Xing,
and Cambria 2023). This, in turn, contributes to increas-
ing the AI agent’s consistency and reliability. Agarwal et al.
introduced a pioneering NeSy AI-based approach to para-
phrasing. In their method, they employed CommonSense,
WordNet, and Wikipedia KGs to generate paraphrases
that held equivalent meanings but were perceived as dis-
tinct by the AI agent (Agarwal et al. 2023). However,
there are some promising directions for NeSy paraphras-
ing. First is contextualization, which involves augmenting
the input with meta information retrieved from a rank list
of documents. This transforms NLP’s not-so-old question
rewriting problem into a knowledge-guided paraphrasing
method. The second is abstraction, which involves identi-
fying the function words (e.g., noun phrases, verb phrases)
and named entities and replacing them with abstract con-
cepts. For instance, the following sentence, “Why trauma
of harassment is high in boys|girls?” is abstracted to
“why trauma of (harassment → mistreatment) is high
in (boys|girls → students)?”. Both methods can benefit
from existing LLM learning strategies, such as marginal-
ization (Wang et al. 2022) and reward-based learning
(Jie et al. 2023).
NeSy-AI for APs uses general-purpose KGs to carefully

change the sentence to examine the brittleness in LLMs’
outcomes. An example of adversarial generation is the
following:
(S1:) “I have been terrible in battling with my lone-

liness. My overly introvertedness and terrible choice of
few friends are the reasons for who I am. The only
part I considered funny in this situation was that none
of my friends knew how I felt. It seems like they are
childish.”
(S1-AP:) “I have been horrible at battling my loneli-

ness. My overly introvertedness and horrible choice of few
friends are the reasons for who I am. The only part that
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F IGURE 6 The CREST framework operationalizes “explainability and safety” by ensuring the model is reliable and consistent. LLMs (1
tom) can be replaced with LLMs in Figure 2, and the knowledge used in infusion refers to UMLS and SNOMED-CT for a clinical domain, as
we examined CREST for mental health. Gen-Eval, generator and evaluator pairing; KnowLLM, LLMs created using KGs.

I regarded as sarcastic in this situation was that none
of my friends knew how I felt. It seems like they are
youngsters.”
The Flan T5 (11B) estimates S1 to have a “negative”

sentiment with a confidence score of 86.6% and S1-AP
to have a “positive” sentiment with a 61.8% confidence
score. The confidence scores are predicted probability
estimates. LLMs must concentrate on the contextual
notions (such as loneliness and introversion) and the
abstract meaning that underlies both S1 and S1-AP—that
is, the influence on mental health and well-being—
to attain consistency and reliability in such inadvertent
settings.

Knowledge-infused ensembling of LLMs

As mentioned above, e-LLMs have a multitude of ben-
efits; however, simply statistical methods of ensembling,
which consists of averaging over the outcomes from black
box LLMs does not make an ensembled LLM consis-
tent and reliable. Knowledge-infused ensemble represents
a particular methodology where the knowledge (gen-
eral purpose or domain-specific) modulates the latent
representations of the LLMs to yield the best of world
outcomes.
This can happen in one of three ways:

(1) LLMs over KGs (KnowLLMs): Similar to the pro-
cess of training any LLM on text documents, which
involves formulating it as a task of predicting the
next word in a sentence, KnowLLMs undertake the
training of LLMs using a variety of KGs such as Com-
monSense, Wikipedia, and UMLS. In KnowLLMs, the
training objective is redefined as an autoregressive
function over <subject><predicate><object> cou-
pled with pruning based on existing state-of-the-art
KG embedding methods. Introducing pruning is cru-
cial in KnowLLMs to prevent the model from making
unwarranted inferences and forming incorrect links.
This is vital for ensuring the safety and trustworthi-
ness of the knowledge generated by KnowLLMs. In
other words, by pruning, KnowLLMs are able to filter
out irrelevant or potentially misleading information,
thereby enhancing the quality of their responses and
minimizing the risk of spreading false or harmful
knowledge.

(2) Generative evaluator tuning: This approach suggests
using reinforcement learning to improve the train-
ing of e-LLMs. It combines the traditional training
method with rewards from KnowLLMs, which act as
extra guidelines. These rewards encourage the e-LLM
to generate text that aligns with specific desired char-
acteristics, such as mental health concepts. Suppose
the e-LLM’s output does not meet these criteria or is
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logically incorrect, according to KnowLLM; in that
case, it receives negative rewards, even if it is sim-
ilar to the ground truth based on similarity scores.
This method helps e-LLMs produce more contextually
relevant and accurate text.

(3) Instruction following tuning: Instruction tuning has
recently emerged as a promising direction to teach
LLMs to match the expectations of humans. Though
promising, it requires a substantial amount of sam-
ples, and there is no perfect quantifiable method to
measure the “instruction following” nature of LLMs.
And, if we decide to embark on a “mixture of experts”
like e-LLMs, it would be hard to make separate pro-
cedures for instruction tuning over e-LLMs. Thus,
we take inspiration from process knowledge-infused
learning, amechanism for intrinsically tuning the LMs
or an ensemble of LMs. Roy et al. demonstrated how
questionnaires in the clinical domain, which can be
a constraint, can enable LMs to generate safe and
consistently relevant questions and responses (Roy
et al. 2023). This approach works on a simple Gum-
ble Max function, which allows structural guidelines
to be used in the end-to-end training of LMs. This
approach is fairly flexible for “instruction-following-
tuning” of e-LLMs and ensuring that the instruction is
followed.

Assessment of CREST

The CREST framework emphasizes incorporating knowl-
edge and utilizing knowledge-driven rewards to support
e-LLMs in achieving trust. To assess the quality of e-LLMs’
output, it is crucial to employ metrics that account for the
knowledge aspect. For instance, the logical coherencemet-
ric evaluates how well e-LLMs’ generated content aligns
with the flow of concepts in KGs and context-rich conver-
sations. Additional metrics like Elo Rating (Zheng et al.
2023), BARTScore (Liu et al. 2023), FactCC (Kryściński
et al. 2020), and Consistency lexicons can be improved to
account for the influence of knowledge on e-LLMs’ genera-
tion. However, aside from the established Cohen’s or Fleiss
Kappametrics, an effective alternatemetric is not available
when assessing reliability.
Safety aspects in CREST are best evaluated when

knowledge-tailored e-LLMs are instructed to adhere to
guidelines established by domain experts. Existing metrics
like PandaLM (Wang et al. 2023) and AlpacaFarm (Dubois
et al. 2023) are based on LLMs, which may exhibit vul-
nerabilities to unsafe behaviors. While such metrics may
be suitable for open-domain applications, when it comes
to critical applications, safety metrics must be rooted

in domain expertise and align with the expectations of
domain experts.
In CREST, explainability is evaluated through two

approaches requiring expert verification and validation.
One method involves analyzing the “Knowledge Concept
to Word Attention Map” to gain insights into CREST’s rea-
soning process and verify whether the model’s decisions
align with domain knowledge and expectations (Gaur
et al. 2018). Another method involves using knowledge
concepts and domain-specific decision guidelines (e.g.,
clinical practice guidelines) to enable LLMs like GPT 3.5 to
generate human-understandable explanations (as shown
in Figure 4).

A case study in mental health in brief

We present a preliminary performance of CREST on the
PRIMATE dataset, introduced during ACL’s longstanding
Clinical Psychology workshop (Gupta et al. 2022). It is a
distinctive dataset designed to assess the LM’s ability to
consistently estimate an individual’s level of depression
and provide yes/no responses to PHQ-9 questions, which is
ameasure of its reliability. Figure 7 shows the performance
of CREST and knowledge-powered CREST relative to GPT
3.5. Including knowledge in CREST showed an improve-
ment of 6% in PHQ-9 answerability and 21% in BLEURT
over GPT 3.5, which was used through the prompting
method. The e-LLMs in CREST were Flan T5-XL (11B) and
T5-XL (11B).

CONCLUSION AND FUTUREWORK

LLMs and broadly generative AI represent the most excit-
ing current approach, but alone, they are not the solution
for Trustworthy AI. LLMs exhibit undesired behaviors
during tasks such as question answering, making them
susceptible to threats and problematic actions. There-
fore, there is a need for innovative approaches to identify
and mitigate threats posed both to LLMs and by LLMs
to humans, especially when they are to be used for
critical applications such as those in health and well-
being. A comprehensive solution is needed beyond the
implementation of guardrails or instruction adjustments.
This solution should encourage LLMs to think ahead,
leveraging domain knowledge for guidance. The CREST
framework offers a promising approach to training LLMs
with domain knowledge, enabling them to engage in antic-
ipatory thinking through techniques like paraphrasing,
adversarial inputs, knowledge integration, and fine-tuning
based on instructions.
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F IGURE 7 The experiment comparing CREST with GPT 3.5 (LLM) and T5-XL (a relatively small LLM) on the PRIMATE dataset. The
outcomes were evaluated using PHQ-9 Answerability, BLEURT, and standard metrics like BERTScore and BLEU. The PHQ-9 answerability is
calculated as the mean Matthew Correlation Coefficient score. This score is computed by comparing predicted yes/no labels against the
ground truth across nine PHQ-9 questions. BLEURT (Sellam, Das, and Parikh 2020) score is computed between questions generated by LLMs
and PHQ-9 questions. LLMs were prompted to create questions based on sentences identified as potential answers to the PHQ-9 questions.

We presented a preliminary effort in implementing the
CREST framework that yields enhancements over GPT
3.5 on PRIMATE, a PHQ-9-based depression detection
dataset.Weplan to experimentwithCRESTonknowledge-
intensive language generation benchmarks, like HELM
(Liang et al. 2022). Further, we plan on automating
user-level explanations without dependence on pretrained
LLMs (e.g., GPT 3.5). Our future endeavors involve devel-
oping more effective training methodologies for e-LLMs
powered by the CREST framework. Additionally, we will
incorporate robust paraphrasing and adversarial genera-
tion techniques to assess the consistency and reliability of
e-LLMs when they are exposed to knowledge. This will
also open avenues for further research into crafting quanti-
tativemetrics that evaluate reliability, safety, and user-level
explainability.
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Abstract
Current AI systems still fail to match the flexibility, robustness, and generaliz-
ability of human intelligence: how even a young child can manipulate objects to
achieve goals of their own invention or in cooperation, or can learn the essen-
tials of a complex new task within minutes. We need AI with such embodied
intelligence: transforming raw sensory inputs to rapidly build a rich understand-
ing of the world for seeing, finding, and constructing things, achieving goals,
and communicating with others. This problem of physical scene understand-
ing is challenging because it requires a holistic interpretation of scenes, objects,
and humans, including their geometry, physics, functionality, semantics, and
modes of interaction, building upon studies across vision, learning, graphics,
robotics, andAI.My research aims to address this problemby integrating bottom-
up recognition models, deep networks, and inference algorithms with top-down
structured graphical models, simulation engines, and probabilistic programs.

INTRODUCTION

I am fascinated by how rich and flexible human intelli-
gence is. From a quick glance at the scenes in Figure 1A,
we effortlessly recognize the 3D geometry and texture of
the objects within, reason about how they support each
other, and when they move, track, and predict their tra-
jectories. Stacking blocks, picking up fruits—we also plan
and interact with scenes and objects in many ways.
My research goal is to build machines that see, inter-

act with, and reason about the physical world just like
humans. This problem of physical scene understand-
ing involves the following three key topics that bridge
research in computer science, AI, robotics, cognitive sci-
ence, and neuroscience: Perception (Figure 1B): How can
structured, physical object, and scene representations arise
from raw, multimodal sensory input (e.g., videos, sound,
tactile signals)? Physical interactions (Figure 1C): How
can we build dynamics models that quickly adapt to

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the
original work is properly cited.
© 2024 The Authors. AI Magazine published by John Wiley & Sons Ltd on behalf of Association for the Advancement of Artificial Intelligence.

complex, stochastic real-world scenarios, and how can
they contribute to planning and motor control? Model-
ing physical interactions helps robots build bridges from
a single image and play challenging games such as Jenga.
Reasoning (Figure 1D): How can physical models inte-
grate structured, often symbolic, priors such as symmetry
and repetition, and use them for commonsense reasoning?
Physical scene understanding is challenging because it

requires a holistic interpretation of scenes and objects,
including their 3D geometry, physics, functionality, and
modes of interaction, beyond the scope of a single dis-
cipline, such as computer vision. Structured priors and
representations of the physical world are essential: we
need proper representations and learning paradigms to
build data-efficient, flexible, and generalizable intelligent
systems that understand physical scenes.
My approach to constructing representations of the

physical world is to integrate bottom-up recognition mod-
els, deep networks, and efficient inference algorithms
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F IGURE 1 Physical scene
understanding involves (I) perception,
building physical object representations from
multimodal data, (II) physical interaction,
capturing scene dynamics for planning and
control, and (III) commonsense reasoning,
understanding high-level structured priors in
objects and scenes.

with top-down, structured graphical models, simulation
engines, and probabilistic programs. In my research, I
develop and extend techniques in these areas (e.g., propos-
ing new deep networks and physical simulators); I further
explore innovative ways to combine them, building upon
studies across vision, learning, graphics, and robotics. I
believe that only by exploiting knowledge from all these
areas can we build machines that have a human-like,
physical understanding of complex, real-world scenes.
My research is also highly interdisciplinary: I build

computational models with inspiration from human cog-
nition, developmental psychology, neuroscience, robotics,
and computational linguistics; I also explore how these
models can, in turn, assist in solving tasks in these fields.
Below I describe my research experience and future

plans on the three research topics.

LEARNING TO PERCEIVE THE PHYSICAL
WORLD

Motivated by human perception—rich, complex, gen-
eralizable, learning much from little—my research on
perception has been centered on building structured,
object-based models to characterize the appearance and
physics of daily objects and scenes. These models integrate
bottom-up deep recognition models with top-down simu-
lation engines, and they learn by perceiving and explaining
the physical world just like humans.

Seeing object intrinsics: shape, texture, and mate-
rial. Drawing inspiration from human perception and
computer graphics, my colleagues and I have built object
appearance models that learn to perceive object intrinsics,
such as shape, texture, andmaterial, from raw visual obser-
vations, and to leverage such information for synthesizing
new objects in 2D and 3D. The core object representa-
tion builds upon a coherent understanding of its intrinsic
properties, in addition to extrinsic properties such as pose.
Our research covers various components of the appear-

ancemodel. On bottom-up recognition, we have developed
a general pipeline for 3D shape reconstruction from a sin-
gle color image (Wu, Wang, et al. 2017; Wu, Xue, et al.
2018) via modeling intrinsic images—depth, surface nor-
mals, and reflectancemaps (Janner et al. 2017) (Figure 2A).
Our research is inspired by the classic study on multi-
stage human visual perception (Marr 1982) and has been
extended to integrating learned priors of 3D shapes (i.e.,
“what shapes look like?”) for more realistic 3D reconstruc-
tions (Wu, Zhang, et al. 2018), to reconstructing object
texture and material beyond geometry (Zhang et al. 2023),
and to tackling cases where the object in the image is not
from the training categories (Zhang et al. 2018).
Complementary to these bottom-up recognition mod-

els, we have also explored learning top-down graphics
engines directly. We proposed 3D generative adversarial
networks and point-voxel diffusion, among the first to
apply generative-adversarial learning and diffusion to 3D
shapes for unconditional shape synthesis (Wu, Zhang,
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F IGURE 2 Learning to see shapes, texture, and physics. (A) Reconstructing 3D shapes from a single color image via 2.5D sketches (Wu,
Wang, et al. 2017; Wu, Zhang, et al. 2018; Zhang et al. 2018; Janner et al. 2017). (B) Generative modeling of 3D shapes and 2D images via a
disentangled representation for object geometry, viewpoint, and texture (Wu, Zhang, et al. 2016; Zhu et al. 2018; Chan et al. 2021; Zhou, Du,
and Wu 2021; Zhang et al. 2023). (C) 3D-aware representations for objects and scenes (Wu, Tenenbaum, and Kohli 2017; Yao et al. 2018; Yu,
Guibas, and Wu 2022; Yu, Agarwala, et al. 2023; Tian et al. 2023; Yu, Guo, et al. 2023). (D) Part-based object representations for its geometry
and physics (Wu, Lim, et al. 2016; Wu, Lu, et al. 2017; Wu et al. 2015; Liu et al. 2018; Xu et al. 2019).

et al. 2016; Zhou, Du, andWu 2021). These papers are influ-
ential;many other researchers have built on them.Wehave
later extended the model as visual object networks (Zhu
et al. 2018) and periodic implicit GANs (pi-GANs) (Chan
et al. 2021), which synthesize object shape and texture
simultaneously, enforcing various consistencies with a dis-
tributed representation for object shape, 2.5D sketches,
viewpoint, and texture (Figure 2B). We have generalized
our models to scenes (Wu, Tenenbaum, and Kohli 2017;
Yao et al. 2018; Yu, Guibas, and Wu 2022; Yu, Agarwala,
et al. 2023), recovering structured scene representations
that not only capture object shape and texture but enable
3D-aware scene manipulation (Figure 2C).
Seeing physics. Beyond object appearance, the intu-

ition of object physics assists humans in scene understand-
ing (Battaglia, Hamrick, and Tenenbaum 2013). We have
developed computational models that learn to infer object
physics directly from visual observations (Wu, Lim, et al.
2016; Wu et al. 2015). Our research on visual intuitive
physics is the first in the computer vision community and
has since led to many follow-up studies (Fragkiadaki et al.
2016; Mottaghi et al. 2016).
The Galileo model (Wu et al. 2015) marries a physics

engine with deep recognition nets to infer physical object
properties (e.g., mass, friction). With an embedded physi-
cal simulator, the Galileo model discovers physical proper-
ties simply by watching objects move in unlabeled videos;
it also predicts how they interact based on the inferred
physical properties. The model was tested on a real-world
video dataset, Physics 101 (Wu, Lim, et al. 2016), of 101
objects that interact in various physical events.
I have also worked on integrating geometry and

physics perception (Figure 2D). For example, in visual
de-animation (VDA) (Wu, Lu, et al. 2017), our model
learns to jointly infer physical world states and simu-
late scene dynamics, integrating both a physics engine
and a graphics engine. In physical primitive decomposi-
tion (PPD) (Liu et al. 2018), we decompose an object into
parts with distinct geometry and physics, by learning to
explain both the object’s appearance and its behaviors in
physical events. In dynamics-augmented neural objects

(DANO) (Le Cleac’h et al. 2023), we enhance objects
parametrized by neural implicit representations with their
physical properties identified from raw observations; we
then use such dynamic objects for future prediction. We
have also extended thesemodels to complex indoor scenes,
exploiting stability for more accurate 3D scene parsing (Du
et al. 2018).
Multimodal perception. Humans see, hear, and

feel, perceiving the world through fusing multisensory
signals. These signals play complementary roles: we
see object shape and texture through vision, hear their
material through sound, and feel their surface details
through touch. In computer science, however, most
recognition models and simulation engines primarily
focus on visual data. Building upon techniques from the
graphics community, we have been building generative
audio–visual engines and using them for cross-modal
perception (Zhang, Li, et al. 2017; Zhang, Wu, et al.
2017): how much do we know about objects from videos,
and how much from audio? Our recent work includes
developing a differentiable simulation model of impact
sounds (Clarke et al. 2021) and building a benchmark for
object impact sound fields (Clarke et al. 2023). Beyond
auditory signals, we have also explored the integration
of tactile signals with vision for better shape perception
and reconstruction (Wang et al. 2018), and the integration
of visual, auditory, and tactile information for robotic
manipulation (Li et al. 2022).
In the past few years, we have also been develop-

ing a large-scale, multimodal, object-centric benchmark,
ObjectFolder (Figure 3). It models themultisensory behav-
iors of both neural and real objects: it first includes 1000
neural objects in the form of implicit neural representa-
tions with simulated multisensory data (Gao et al. 2021,
2022); it also contains the multisensory measurements
for 100 real-world household objects, based on a newly
designed pipeline for collecting 3Dmeshes, videos, impact
sounds, and tactile readings of real-world objects (Gao et al.
2023). ObjectFolder also has a standard benchmark suite of
10 tasks for multisensory object-centric learning, centered
on object recognition, reconstruction, and manipulation
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F IGURE 3 Multimodal perception (Gao et al. 2021, 2022, 2023; Clarke et al. 2021, 2023; Li et al. 2022). Visual (A): We use a scanner, a
turntable, and a lightbox to acquire object geometry and texture. Auditory (B, C): We strike objects at precise points using an impact hammer,
either by hand (B) or by a robot (C), recording the sound with a microphone array on a rotating gantry. The object is resting on a compliant
mesh inside an acoustically treated room. Tactile (D): A robot presses a tactile sensor on the object with GelSight (Yuan, Dong, and Adelson
2017).

F IGURE 4 Physical models for future prediction and control. (A) Modeling visual dynamics allows us to generate multiple possible
future frames from a single image (Xu et al. 2019; Xue et al. 2016). (B) Learned dynamics models support controlling soft robots Hu et al.
(2019) and fluids Deng et al. (2023). (C) They also enable long-term manipulation of deformable objects and liquids (Li, Wu, Tedrake, et al.
2019; Shi et al. 2022, 2023). (D) We have developed a hybrid model that captures object-based dynamics by integrating analytical models and
neural nets. It assists the robot in accomplishing a highly underactuated task: pushing the right disk to the target (green) by only interacting
with the left disk (Ajay et al. 2019, 2018).

with sight, sound, and touch. We have open-sourced both
the datasets and the benchmark suite to catalyze and
enable new research on multisensory object-centric learn-
ing in computer vision, robotics, and beyond (Gao et al.
2023).

PHYSICALMODELS FOR REAL-WORLD
INTERACTIONS

Beyond learning object-centric models from raw observa-
tions by inverting simulation engines, my research also
includes learning to approximate simulation engines (for-
ward models) themselves. Based on target domains and
applications, my colleagues and I have explored building
physical models in various forms—image-based, object-
based, and particle-based; analytical, neural, and hybrid—
and have demonstrated their power in challenging, highly
underactuated control tasks (Figure 4).
Compared with off-the-shelf simulators, a learned

dynamics simulator flexibly adapts to novel environments
and captures stochasticity in scene dynamics. Our visual
dynamics model demonstrates this in the pixel domain,
where it learns to synthesize multiple possible future

frames from a single color image by automatically dis-
covering independent movable parts and their motion
distributions (Xue et al. 2016) (Figure 4A). Our paper was
among the first to consider uncertainty in the area of visual
prediction. We have later extended the model to addi-
tionally capture the hierarchical structure among object
parts (Xu et al. 2019).
Modeling dynamics directly in the pixel space is uni-

versal but challenging due to the entanglement of physics
and graphics; an alternative is to separate perception from
dynamicsmodeling and learn dynamics from object states.
Our work along this line has shown that a model that
learns to approximate object dynamics can be useful for
planning (Janner et al. 2019), generalize to scenarios where
only partial observations are available (Li, Wu, Zhu, et al.
2019), and discover physical object properties without
supervision (Zheng et al. 2018; Le Cleac’h et al. 2023).
We have further extended our model to particle-based
representations so that it can characterize the dynam-
ics of soft robots (Hu et al. 2019), fluids (Deng et al.
2023) (Figure 4B), and scenes with complex interactions
among rigid bodies, deformable shapes, and liquids (Li
et al. 2020; Li, Wu, Tedrake, et al. 2019; Shi et al. 2023)
(Figure 4C).
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We have also explored the idea of learning a hybrid
dynamics model, augmenting analytical physics engines
with neural dynamicsmodels (Ajay et al. 2018) (Figure 4D).
Such a hybrid system achieves the best of both worlds:
it performs better, captures uncertainty in data, learns
efficiently from limited annotations, and generalizes to
novel shapes and materials. The paper was selected as the
Best Paper on Cognitive Robotics at the premier robotics
conference (IROS 2018).
These dynamics models can be used in various con-

trol tasks: they help solve highly underactuated control
problems (pushing disk A, which in turn pushes disk B
to the target position) (Ajay et al. 2019), to control and
co-design soft robots (Hu et al. 2019), to manipulate flu-
ids and rigid bodies on a robot (Li, Wu, Tedrake, et al.
2019), to interact with plasticine to make complex shapes
in multiple steps (Shi et al. 2022, 2023), and to interact and
play games such as Jenga that involve complex frictional
micro-interactions (Fazeli et al. 2018).

STRUCTURED PRIORS FOR
COMMONSENSE REASONING

The physical world is rich but structured: natural objects
and scenes are compositional (scenes are made of objects
which, in turn, are made of parts); they often have
program-like structures (objects are symmetric and made
of evenly spaced repetitive parts). My colleagues and I
have been exploring ways to bridge structured, often sym-
bolic, priors into powerful deep recognition models. In
previous sections, we have seen perception models that
invert simulation engines and physical dynamics models
that approximate simulation engines themselves. Here, we
move one step further to learn the representation priors
these simulation engines have—why they represent the
world in the way they currently are.
A test of these neuro-symbolic representations is

how well they support solving various reasoning tasks
such as analogy making and question answering. Our
work has demonstrated that when combined with deep
visual perception modules, a symbolic reasoning sys-
tem achieves impressive performance on visual reasoning
benchmarks (Yi et al. 2018), outperforming end-to-end
trained neural models. We have also extended it to
jointly learn visual concepts (e.g., colors, shapes) and
their correspondence with words from natural supervi-
sion (question–answer pairs) through curriculum learn-
ing (Mao et al. 2019), without human annotations.
Beyond static images, we have integrated neuro-

symbolic representations with learned object-based
dynamics models for temporal and causal reasoning

on videos. On our newly proposed video reasoning
benchmark, our model performs significantly better in
answering all four types of questions: descriptive (e.g.,
“what color”), explanatory (“what’s responsible for”),
predictive (“what will happen next”), and counterfactual
(“what if”) (Yi et al. 2020; Chen et al. 2021). Similar ideas
have been applied to visual grounding in 3D scenes (Hsu,
Mao, and Wu 2023), human motion understanding (Endo
et al. 2023), and robotic manipulation (Wang et al. 2023).
Learning symbolic structure is closely coupled with pro-

gram synthesis. In particular, our recent work has made
progress on the problem of inferring programs as a novel
representation for shapes (Tian et al. 2019; Deng et al.
2022), scenes (Liu et al. 2019), and human motion (Kulal
et al. 2021, 2022). This marks the start of our exploration of
wiring highly structured, hierarchical priors into learning
representations for physical scene understanding.

NEXT STEPS

With big data, large computing resources, and advanced
learning algorithms, the once separated areas across com-
puter science (vision, learning, symbolic reasoning, NLP,
rule learning and program induction, planning, and con-
trol) have begun to reintegrate.We should now take amore
integrative view of these areas and actively explore their
interactions for a more general AI landscape.
One such direction is to achieve a more fundamen-

tal integration of perception, reasoning, and planning.
Although most computational models have treated them
as disjoint modules, we observe that having them com-
municate with each other facilitates the model design and
leads to better performance (Janner et al. 2019; Veerapa-
neni et al. 2019). For example, AI researchers have been
integrating perception and planning in belief space (Kael-
bling and Lozano-Pérez 2013)—our belief of the partially
observable, uncertain world states. Building upon these
insightful ideas, I would like to explore interactive per-
ception by integrating both classic and modern AI tools:
probabilistic inference for managing uncertainty; causal
and counterfactual reasoning in generative models for
explainability, imagination, and planning; and hierarchi-
cal inference for learning to learn, so knowledge builds
progressively. In addition, discovering the cognitive and
neural basis of perception, reasoning, and planning will be
of significant value to understanding human intelligence.
Another direction is to integrate symbolic priors with

deep representation learning via program synthesis for
concept and structure discovery. Neuro-symbolic methods
enjoy both the recognition power from neural nets and
the combinatorial generalization from symbolic structure;
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therefore, they have great potential in scaling up current
intelligent systems to large-scale, complex physical scenes
in real life, for which pure bottom-up, data-driven mod-
els cannot work well due to the exponentially increasing
complexity. Our research has shown that they can learn to
discover concepts and answer questions using only natu-
ral supervision (question–answer pairs) as humans (Mao
et al. 2019; Yi et al. 2018; Hsu, Mao, and Wu 2023). In the
future, I would like to explore the use of symbolic lan-
guages for knowledge representation and abstraction, and
their integration with deep networks for flexible physical
scene understanding and interaction.
Beyond physical objects and scenes, I want to build

computational models that understand an agent’s goals,
beliefs, intentions, and theory of mind and use such
knowledge for planning and problem-solving, drawing
inspiration from intuitive psychology. While we have been
inferring physical object properties from interactions, can
we also build computational models that, just like 10-
month-old infants (Liu et al. 2017), infer object values in
agents’ beliefs from their behaviors? Research in this direc-
tion would benefit the development of human-like and
human-centered autonomous systems.
More generally, I want to connect computer sciencewith

other disciplines, such as cognitive science, neuroscience,
social science, linguistics, and mechanical engineering.
Research in cognitive science and neuroscience has been
offering intuitions for AI researchers for decades; now, we
are entering a new stage where contemporary research in
intelligent systems or computer science, in general, may
help us better understand human intelligence (Fischer
et al. 2016; Yamins et al. 2014). Our research has suggested
that computational models that combine bottom-up neu-
ral recognition networks and top-down simulation engines
shed light on understanding cognitive and neural pro-
cesses in the brain (Yildirim et al. 2019; Zhang et al. 2016).
Much more work needs to be done in these areas. With
the right integration of probabilistic inference methods,
deep learning, and generative models, we can build more
powerful computational models for both neural activi-
ties and cognitive, behavioral data. The same applies to
developmental psychology. I want to compare and contrast
human and artificial intelligence in understanding core
knowledge—knowledge about object permanence, solidity,
continuity, and containment, and concepts such as grav-
ity and momentum (Spelke 2000). This interdisciplinary
research deepens our understanding of multiple research
areas and suggests future research topics.
We are in a unique and exciting time: the development

of data, hardware, and algorithms (e.g., deep networks,
graphical models, probabilistic programs) has enabled
more flexible and expressive computational models. For
the next decade, I believe building structured foundation

models for machine physical scene understanding, as well
as investigating its connection with perception, reason-
ing, and interaction, will be valuable and essential for
developing computational systems that contribute to broad
fundamental and practical research across disciplines.
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Abstract
It is sometimes difficult to evaluate progress in Generative AI, that is, image
generation and large language models. This may be because they represent a
paradigm shift in AI, and the traditional ways of developing, evaluating, under-
standing, and deploying AI systems no longer apply. Instead, we need to develop
new such approaches, possibly by extending those currently in use in cognitive
neuroscience and psychology. In this manner, a newAI paradigm can be created,
providing a significant leap in AI research and practice.

In 1962, science philosopher Thomas Kuhn proposed that
progress in mature sciences proceeds through paradigm
shifts (Kuhn 1962). In mature sciences such as physics,
chemistry, and biology, scientists agree on problems,
approaches, and solutions, and substantial incremental
progress ismade over a long period of time.However, some
pesky problems resist—until a fundamental change in
thinking makes them no problems at all. Much of the field
is built on a new foundation, with entirely new problems,
approaches, and solutions. An often-quoted example is
how the theory of relativity replaced Newtonian mechan-
ics, with the speed of light as a fundamental concept.
Artificial intelligence as a discipline is only decades old,

and although there have been several innovations, and the
field has had its ups and downs, there have hardly been rev-
olutions that could be called a paradigm shift. Until now.
The generative AI (GenAI) models that have emerged in
the last few years require a fundamentally different way of
thinking about AI—how it is developed, evaluated, under-
stood, and deployed. As a result, we need to build a new
scientific field of AI.
More specifically, much of what AI practitioners used to

agree was a productive way of doing AI no longer applies.
For instance, much of AI was based on explicit, transpar-
ent, and interpretablemechanisms such as rules, logic, and
dynamical systems. Such understanding is no longer pos-

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the
original work is properly cited.
© 2024 The Authors. AI Magazine published by John Wiley & Sons Ltd on behalf of Association for the Advancement of Artificial Intelligence.

sible with GenAI, and may never be. The models are too
large, interactive, nonlinear, and opaque, in the same way
brains are. Importantly, it is not necessary to understand
brains entirely to be able to use them—similarly, GenAI
may be useful even if we do not understand it fully.
Even if we cannot understand them, surely we can still

measure how well they perform, as we always have done
with AI systems? Not entirely. Whereas much of past AI
was designed to bemeasured in a particular task or dataset,
GenAI models aim at general performance that is not
defined by any task in particular. It is of course possible
to pose a problem and measure how well GenAI does on
it, but such a measurement only scratches the surface of
what GenAI does. GenAI systems take on different roles
in different interactions, and thus perform awide variety of
tasks. Such tasks can be incompletely specified and open-
ended, such as evaluating business plans, writing poetry,
or recommending ways to make good meals out of what
you happen to have in the fridge. Formany such tasks, per-
formance cannot be readily measured. You recognize good
performance when you see it.
More specifically, the methodology we have used for

decades of separating the training and the testing of a
model, thus estimating its likely future performance, no
longer applies. It did still apply to the earlier work on deep
learningmodels: Suchmodelswere trained on increasingly
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large datasets that were labeled, thus making it possi-
ble to estimate classification accuracy on an unseen set.
Now the models are trained on as much data as possible,
and it is no longer feasible to separate training and test-
ing examples cleanly. Moreover, classification accuracy is
not even a task we care about in training GenAI models,
and interestingly, neither is even the performance in the
actual training task (e.g., perplexity in languagemodeling).
They were useful metrics within the old paradigm, but no
longer measure what we want to do with GenAI. Training
GenAI is more like developing human experts (e.g., those
in medicine, music, and sports): Expertise requires repet-
itive and comprehensive practice well beyond mastering
any conceivable training course.
In prior AI, the interaction with the system is scripted

and specific; the question is posed in a certain format and
the response is crisp and unequivocal. In contrast, GenAI
systems can be queried with different contexts, settings,
and prompts to get different answers at different times.
Often the first answer is incomplete or incorrect, but fur-
ther interaction gets to the right piece of knowledge. The
model has that knowledge, but it is tricky to get to it. Again,
humans perform much the same way in many cases. Try-
ing to remember a name, solve a mathematical problem,
or write a lyric that rhymes, may take several tries and
techniques that get to the answer through a process.
Above all, GenAI systems are individuals, not mecha-

nistic devices that can be rebuilt multiple times. It is of
course possible to take the code and parameters and form
an exact copy, and in principle, any computational exper-
iment can be replicated with the same data and compute.
But in practice, constructing these models is so costly that
it is infeasible to construct the same systemmultiple times.
Even in just a few months, the data have changed, the
computational resources are different, new techniques and
hyperparameter settings promise to be better, and any new
construction would use the best possible settings available
at the time. As a result, each such model is a one-off—
not unlike a human that is shaped by their experience, in
addition to genetics. We have to learn to do science with a
sample of one.
So what does future AI research and practice look like?

How can we develop new best practices to take advan-
tage of the paradigm shift? AI will be everywhere, not just
limited to a few specific tasks and problems. We need to
learn to give them a chance, but not take their solutions
at face value. The relationship should be similar to what
we already have with many human experts such as an
investment advisor, a lawyer, or a doctor. They are experts
and know a lot about what they are doing, but they are
not infallible, and sometimes it makes sense to get a sec-
ond opinion. They will need to be integrated into everyday
workflows similarly to human experts. This perspective

can also be used as a guideline for regulating AI—they can
be evaluated and licensed similarly to human experts.
Building such AI systems requires new research, focus-

ing on new questions and methods. How to get a good
answer from a GenAI system will be an important area
of its own. How to determine the epistemological status
of the answer is another one: Is it something the system
knows with confidence, or made up because it is likely,
or generated even though it may not have ever existed
before? Devising ways for GenAI to use computational
tools to expand its capability will be an important exten-
sion, similar to effective human experts.Weneed to expand
GenAI with metacognitive abilities as well, allowing them
to introspect, deliberate, doubt, argue, and monitor and
evaluate their progress. Such abilities allow them to create
more complex solutions but also allow them to stay away
from harm and negative side effects.
Efforts to approach these issues are already underway.

Methods are being developed for enhancing GenAI with
chain-of-thought interactions and orchestrating themwith
other AI systems to achieve more complex reasoning (Patil
et al. 2023; Sumers et al. 2023; Wei et al. 2022). Methods
motivated byneuroimagingmayhelp understandhowcog-
nitive aspects such as harm, bias, emotion, knowledge, and
memorization are represented in them, and cognitive and
personality evaluation methods from psychology can be
used to characterize their extent and reliability (Shana-
han et al. 2023; Speed 2023; Zou et al. 2023). Several new
benchmarks have been proposed to evaluate multimodal
reasoning, scientific problem solving, truthful question
answering, and ethical behavior (Bitton et al. 2023; Marks
and Tegmark 2023; Pan et al. 2023; Wang et al. 2023).
These approaches are rapidly evolving, but they are already
different from prior practice of AI, suggesting that the
foundation for the new paradigm is starting to emerge.
It is likely that much of this new research and develop-

ment will borrow approaches from cognitive neuroscience
and psychology—and the resultswill also benefit those dis-
ciplines. This is indeed the power of a paradigm shift. It
changes the way we think about the world, and can lead to
leaps of progress in several fields.
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